Chapter 4 Online Appendix

This appendix provides greater guidance on issues raised in Chapter 4 of Managing and Implementing eGovernment.

Longer Group Activities

Activities marked [I] are seen as most suitable for in-class group work. Activities marked [A] are more likely to need some period of assigned activity outside of class.

Section 4.1 

[A] Divide into two sides. Prepare material and then debate the following topic: ‘Data quality problems in the public sector are caused by people, not technology.’
[I] Divide into small groups. Each group will be allocated one of the cases in Box 4.5 in the main text. If there are more than three groups, there will be multiple groups studying each case.

For each case, the stakeholder groups involved have been identified:

· Case 1 Stakeholders: Programmers; IT oversight committee; Project managers

· Case 2 Stakeholders: Entrepreneurs; Tax authorities; Goskomstat

· Case 3 Stakeholders: Lowers; Uppers

In each case, you should identify which one or more of the following roles each stakeholder group has:

· source: initial provider of the data;
· capturer: who initially gets the data from the source;
· inputter: who inputs the data into the information system;
· processor: who changes the data into processed data;
· user: who gets output from the information system and uses it for decisions and actions.
The stakeholders are motivated by their perception of how data will be used. What is that perception? For each stakeholder group, identify what they think the data will be used for. You can use versions of the following tables to record your results:

Case 1

	Stakeholder group
	IS role
	Data perception

	Programmers
	
	

	IT oversight committee
	
	

	Project managers
	
	


Case 2

	Stakeholder group
	IS role
	Data perception

	Entrepreneurs
	
	

	Tax authorities
	
	

	Goskomstat
	
	


Case 3

	Stakeholder group
	IS role
	Data perception

	Lowers
	
	

	Uppers
	
	


4A.1 Hard General Controls for eGovernment Data

(This section links from Managing and Implementing eGovernment, Section 4.2.)

Hard, technically oriented, rational controls are widely used in e-government systems to try to help improve data quality. As described in the main text, general controls – which affect all e-government systems – are divided into three main areas, each of which is described in more detail in this section (developed from Riera et al., 2002; Bocij et al., 2003; Laudon and Laudon, 2005).

Access Controls

These can be used to bar unauthorized users from physically getting access to a computer; from accessing the software program code (which they could alter); and/or from accessing data on the computer or on paper printouts. Access controls rely on three things: what the person knows (e.g. a password that has to be typed in before the computer will open a file), and/or what the person has (e.g. a key or scanned security pass to open a locked door), and/or what the person is (e.g. a fingerprint or voiceprint scan to permit access to software code).


Locks and security guards are the most common physical access controls. Passwords are by far the most widely used computer access control. They can be used at several levels: to control access to a whole computer system, or to just one program, or to just one data file (with separate levels of permission to delete, write to or read that file).  They are simple and will deter most casual crime. However, they are by no means foolproof. They can be obtained by colleagues looking over your shoulder as you type, seeing the password written down, or simply asking for it. There are also hackers' programs that try thousands of commonly used passwords. The limitations of password systems must therefore be recognized: they are not wholly reliable.

Communication Controls

These are the equivalent of access controls over a network. They include:

· Encryption: Where confidential data is being passed over a network and there are fears that it may be tapped, encryption may be used. Encryption involves using a secret coding system known only to the sender and recipient of the data. If encrypted data is accessed while being transmitted, it appears to be a meaningless jumble. Only when decrypted using the proper ‘key’ for the coding system does it become meaningful again. Key systems for the public sector are explained in much greater detail in the next section in this Online Appendix.

· Dial-back: Under a dial-back system, when an external user attempts to access the organization's computer, the line is cut. The computer system then calls that user back, ensuring that only users on a small set of authorized communications lines are allowed access.

· Authentication software: This performs a similar function to dial-back in trying to ensure that incoming data truly comes from the source it claims to come from.

· Intrusion detection software: This checks for actions such as the repeated use of bad passwords or attempts to access or alter key system data.

· Firewalls: A firewall is hardware or software that restricts the passage of data between the organization's internal network and its external network connections. As with other software and hardware products, firewalls can be evaluated for their level of public sector security: see Box 4A.1.

Box 4A.1

Certifying IT Product Security

(Developed from IBM, n.d.; NIST, 2001)

Public sector organizations can be unsure how secure IT products are. With this in mind a number of public security agencies have set up evaluation and certification schemes which test the vulnerability of the technology. Six countries – the US, UK, Canada, Germany, France and Holland – have agreed a set of ‘common criteria’ for testing. These provide seven levels of security assurance that can be certified by testing laboratories. Typical products tested include firewalls, encryption software, and operating systems.

Other Technology Controls

These primarily address the technical vulnerabilities listed in the main text. They include:

· Anti-virus software: The installation of anti-virus software has become an integral part of  all computers systems. If set to scan continuously, this will prevent the vast majority of virus problems so long as the software is regularly updated to cope with new viruses.
· Spam filtering software: This is used in connection with email to try to reduce the volume of junk messages getting through to individual accounts.
· Fire control: This typically includes fire extinguishers ranging from hand-held carbon dioxide extinguishers to ceiling-installed halon gas dispensing systems. It may also include smoke detectors, automated switches to stop the air-conditioning in the event of a fire, and installation of fire-resistant furnishings.

· Environmental controls: Depending on the general environment, these may include fans, air-conditioners with humidity controls, de-humidifiers, and anti-static carpets or mats. Dust can be kept at bay by closing or covering windows and doors, and by using plastic dust covers, air filters or ionizers.

· Power technology: Uninterruptible power supplies typically include circuitry that ‘cleans’ the power supply to some extent, for example by suppressing power spikes. They also provide their own battery power for a short period of time, allowing work to be saved and applications shut down during a power cut. Generators are required to allow work to continue during prolonged power cuts.

· Alternative telecommunications channels: Some telecommunications carriers build these into their systems to prevent channel breakdowns stopping all communication. Alternatively, the organization may need to lease extra lines, make use of alternative carriers, or have mobile communication capacity.

· Fault-tolerant computer systems: These have spare system components that can be used if the main components fail. For example, server computers often have, within them, a spare hard disk and storage system that keeps an automatic copy of all data in case the main disk fails. Related examples include automated, daily backup of data onto a tape or DVD drive.

· Utility software: Some utility programs can recover data from crashed or corrupted disks.

Activity

In-class: Imagine you are faced with the following organizational problems. Which general control technique(s) – hard, soft or hybrid – might you be most likely to try to apply to address the problem? (Note: you may need to refer to general control ideas in the main text to provide answers for all items.)

· A hacker is reading confidential email messages passing between headquarters and regional offices.

· You suspect someone may be coming into your office in the evening and reading through your personal word-processed document.

· The computer system must be continuously available to the public and must not crash.

· Documents and work time are being lost due to viruses coming in with attachments to email messages.

· There are frequent power cuts in one of the regional offices.

· The project database is never up-to-date because individual project staff say they are too busy to do the inputting, or that it is not their responsibility.

· The Department of Agriculture office down the road recently caught fire, destroying most of their records and computer systems. It will take them months to get back to normal operations. You cannot afford to have this happen to you: even a one-week break in operations would be impossible to contemplate.

· The hard disk of the computer crashed with the only copy of your report. You would like to get it back. You would like this not to happen again.

· Last year, your finance clerk offered to create a computerized accounts receivable and payable system for the organization, which she was allowed to do. You found it rather difficult to understand the system, but she always seemed very busy and suppliers never complained. Last week, she flew off to start a new life in Rio de Janeiro with US$500,000 of the organization's money, which she had fraudulently paid into a false bank account set up in the name of a bogus supplier. You would like to make sure this does not happen again.

4A.2 Key Encryption Systems

(This section links from Managing and Implementing eGovernment, Section  4.2.)

The Internet is a great boon for e-government systems in many ways; indeed, it is a fundamental component of many e-government systems. However, it brings problems (Galindo, 2002):

· ‘The identification of senders and receivers of messages is uncertain and impersonation is easy.’
· ‘The integrity of messages is not secure’: their content can be altered without sender or without receiver knowing.

· Confidentiality is not secure: ‘Messages can be intercepted and viewed without any trace of the event.’
· ‘No sufficiently reliable mechanisms exist with regard to the procedures followed for the transit of messages.’
Encryption is seen as an important way to address these problems, and to ensure data quality in e-government systems. This section delves into encryption in further detail.

A common approach to encryption in the public sector has been the use of ‘keys’, which enable encrypted messages to be decrypted. These keys are actually a set of coded instructions on how to reverse the work of the algorithm (mathematical function) that encrypted the message in the first place.

The main problem is that you have to physically send out the keys first (e.g. on disk) to everyone who wants to use the system and they must keep the key secret. If you wished to use a new algorithm for each new message, there would be a huge amount of sending and receiving. The way round this is the use of public key encryption (see Figure 4A.1; adapted from POST, 1998: 38), which uses a key pair: a freely distributed public key that encrypts the message and a secret private key that decrypts the message (Okot-Uma and Caffrey, 2000). So, for instance, if the Department of Agriculture wishes to receive secure messages from its regional offices, it distributes the public key to those regional offices who use it to encrypt the messages they send. The public key can only encrypt, not decrypt, so staff from one office cannot read the messages of other offices (even assuming they could intercept them). Only DOA headquarters can read the messages, using its private decryption key.


Figure 4A.1 Public key encryption

Now, say the issue is not so much keeping messages private as guaranteeing the identity of the sender; that is implementing a system of ‘digital signatures’ (see Figure 4A.2). In this case, the encrypting key is kept private and the decrypting key of the pair is made public together with the identity of the owner of the keys. When the owner sends a message, it is encrypted with the private key that only they have. The recipient knows it is that owner who sent the message because it can only be decrypted with the related public key. Any other public key would fail to decrypt the message.


Figure 4A.2 Digital signature/private key encryption
The same digital signature system can be used to ensure the integrity of electronic transactions, by authenticating that documents sent electronically have not been altered in transit (see Figure 4A.3). A unique mathematical ‘fingerprint’ is generated for the electronic document, in a similar way to the check digit method described in Section 4A.3. This fingerprint is sent alongside the document. The fingerprint is encrypted using the private key encryption method. The document is encrypted using the public key encryption method. The recipient decrypts the document and creates a fingerprint for it using the same check digit method. They then decrypt the transmitted fingerprint and compare the two fingerprints. If they match, the document has not been corrupted in transit.

This whole encryption system is typically referred to as the public key infrastructure (PKI): ‘a system of hardware, software and protocols that allows users to encrypt, digitally sign and authenticate electronic documents in an open network environment such as the Internet’ (Byerly, 2000).


Figure 4A.3 Document authentication
PKI must be actively managed to ensure, for example, that the distributed public key that purports to come from the DOA really does come from the DOA. The need for management becomes more urgent as the number of key pairs seems set to proliferate with suggestions that public servants may need several separate pairs to deal with digital signatures versus encryption, and external versus internal transactions. Citizens, too, may have separate pairs for their identity, their health details, their income/welfare details, their education details, etc. in order to maintain privacy and reduce opportunities for data-matching by government. ‘The solution to this problem is the use of 'Certification Authorities' or 'Trusted Third Parties'. These are organizations that verify and register electronic identities so that transacting parties can confirm their authenticity.’ (POST, 1998: 38).

Back in 1999, for example, the US federal government awarded the first PKI contract to a commercial firm that issues digital certificates to US taxpayers, allowing them to communicate securely with government (e.g. to apply for student loans or view the status of Social Security benefits via the Internet). The typical approach has been that certificates (user ID, password and key) are issued free to taxpayers, but government agencies pay a small fee per issuance and/or per transaction to the certification authority (GAO, 2003). In other countries, the certification authority is public sector or is formed as a public–private partnership. However, PKI oversight and accreditation of certification authorities seems set to remain a public sector task, particularly with a growing need for cross-certification that allows certificates issued for one agency to be recognized by another. A key body in this for the US has been the Federal Bridge Certification Authority (CCeG, 2002).

PKI is not just for citizen–government or business–government transactions; it can also be used for messaging and transactions within government. The Virginia Department of Game and Inland Fisheries is using it to send electronic travel-reimbursement forms securely. Two sets of keys are used on each form – one by the employee making a claim, and one by the supervisor who reviews and approves it. The accounting department searches the certificate authority's key database to verify both employee and supervisor identity once it receives a claim (Byerly, 2000).

Of course, the law must also keep up with the technology in a number of areas (Galindo, 2002). One area is in legislation on Internet names and addresses. Spain, for instance, issued a Ministerial Order in 2000 giving responsibility for assigning second-level names under the .es country code to a public media-regulatory body. A second area is legislating to permit use of digital signatures. Singapore's 1998 Electronic Transaction Act, for example, provides the framework for its PKI infrastructure, for electronic filing of documents with government, and for the validity of government licenses issued electronically. However, digital signatures still remain a major legal stumbling block in some countries.

There have also been legal issues in relation to security. National security agencies want access to keys so that messages can be decrypted where necessary (Mathieson, 2002). Not only has this raised legal conflicts with data protection legislation, it has also dissuaded some public agencies from involvement with PKI schemes.

Activities
Group: Identify a government organization using public key techniques for its transactions with citizens. Find out which techniques are being used, for what applications, and how certificates/keys are issued and managed.

Assignment question: ‘PKI is a blind alley: a security/encryption system for e-government that has failed to take off, and which will ultimately fade from view.’  Discuss.

Practitioner: Does your organization make use of public key techniques? If so, which techniques and for what applications? Are there other internal or external transactions that could be made possible or made more secure by the use of public key techniques?

4A.3 Hard Application/Input Controls for eGovernment Data

Hard application controls are used to try to reduce the dangers of data inaccuracies arising at the moment of data input. This section describes a number of input controls that include (Turban et al., 2001, Bocij et al., 2003):

· Format check: This checks the data entered into a field for:

-
type: whether number, character or date; for example, a check that a number is not entered into the ‘Client Name’ field;
-
size: that the number of characters entered does not under- or over-fill a field; for example, a check that a year is exactly four characters long;
-
sign: that a number is correctly either positive or negative; for example, a check that hours worked is a positive number [though in some public agencies I've visited …].

· Reasonableness check: This checks that (typically numeric) values lie within a certain pre-set range. For example, a rule could be set to validate the ‘Age’ field in a personnel data system to accept only figures that were > 15 and < 66. This and a format check may be incorporated into a format ‘mask’. Specifying a field as a date field on a US system, for example, will create a format mask that ensures that only something entered fully as mm/dd/yy is accepted, that mm is not less than 01 or greater than 12, and so on.

· Look-up check: Where only a limited set of options can be entered into a particular field, the computer system can check to make sure that the data entered is one of those options. This is sometimes done by offering a pull-down menu of the options from which the data inputter selects one. For example, imagine there was a field in an online license application system containing the type of hunting license. If only three types of license were available, the computer could ensure that type entered was only that of one of the three licenses.

· Arithmetic proof checks: These are calculations that cross-check different fields that are arithmetically related if they are all entered onto the system. For example, that tax rate, income, and taxes paid match. A variant of this is the check digit method, used for numeric codes. Before data entry, the computer performs a set calculation of multiplication, addition and division on all the code numbers to be entered into a system. The remainder left over after the final division is added as an extra digit to the end of all the codes. When that code is then typed into the computer, it recalculates to ensure the check digit is correct. If it is not, then the operator has probably mistyped some of the code digits.

· Existence check: The computer checks that something has been entered into a field and that it has not accidentally been omitted. For example, it could check on welfare payment systems that the client's social security number has been included. Where one data entry is the norm, it can be set as a default value. For instance, if the vast majority of international agency clients are US-born, you could set the default value for the nationality field to ‘American’. It could still be changed to ‘Mexican’, ‘Canadian’, etc. for the small minority of other users.

· Duplication check: For primary key fields (those that uniquely identify a particular record in a database), the computer system can check that the data entered is not duplicated. For example, with a booking system for a public amenity, the computer would check the booking number for each new booking made. It would ensure that the number had not already been allocated to somebody else.

· Inputter verification: This is typically done using a password system in an attempt to ensure that unauthorized individuals are not permitted to enter data.

· Automated data capture: automation of data capture in the public sector is a growing trend. Even if full data capture is not possible, partial automation may be, with the computer automatically entering time and date, or undertaking immediate calculations that form part of data entry.

· Processing and output controls: All of the above controls relate to data capture/input, but processing and output controls are used in some systems. Examples include repeated checks for data validity or reasonableness, and the use of control totals. These are sums calculated at the point of data input that can be compared with the same calculation during processing and output. This ensures that no discrepancies have arisen. Various different totals can be used, such as the total number of new data items, or a total created from the sum of the entries in a particular field in every new record. Some systems also keep a transaction log: a record of all data updates that can be used for an update report and to reset the system correctly if it fails during data input or processing.

Activity

In-class: Imagine you are faced with the following data input problems. Which application control technique(s) – hard or hybrid – might you be most likely to try to apply to address the problem? (Note: you may need to refer to application control ideas in the main text to provide answers for all items.)

· The new criminal justice information system has ground to a halt because staff have not taken care to input unique ID numbers for each offender. Arrest warrants are being issued automatically for two, three or even four offenders of whom only one is the true target.

· Clerical staff working on the accounts payable database are sometimes entering just three or four digits into the five-character ‘zip code’ field.

· Bogus invoices are being entered into the system – you suspect by a member of supervisory staff who is not officially permitted to use the system.

· Payment authorizations generated from the database are being returned from the accounts payable department on a weekly basis because either the invoice number or the supplier reference are missing.

· Calculations of available blood supplies are in a mess because some staff have been recording donations in pints and others have been recording them in liters.

· There has been a major argument when a clerical supervisor was paid US$25,000 for the month instead of the required amount of US$2500 due to the addition of an extra zero in the payroll field by one of the payroll typists. This must not happen again and you know that no staff currently earn more than US$7500 per month.

· You work in the US Department of Education. State-level statistics on new education initiatives are constantly having to be revised because data entry staff are mistyping state names (‘Connectictu’, ‘Txas’ and so on).

4A.4 Coding

(This section links from Managing and Implementing eGovernment, Section  4.4.)

This section provides detailed guidance on how to use codes within e-government systems. When reading, you should bear in mind that these guidelines derive from an organizationally rational perspective that may not easily be introduced in all public sector organizations.


Data can be entered into e-government systems as codes rather than words; for example, ‘TEM’ instead of ‘Temburong District’. Using codes can help to increase accuracy:

· by replacing ambiguous data with an unambiguous code;
· by replacing long, cumbersome data with a short code; the less that has to be entered, the fewer the opportunities for errors; and

· by providing a unique identifier, such as a property code instead of a name, which can be checked for uniqueness by the computer.

Codes can offer other advantages, such as:

· saving data entry time, because codes are generally shorter than the data they replace;
· saving the amount of data storage space required (and thus reducing processing time too);
· making it easy to group similar items under a single code; for example, by grouping all policy records related to electricity utilities under the code ‘E’;
· making it easy to sort information into code order; and

· making it easy to conceal sensitive information; for example, entering the code ‘W1’ in a personnel file rather than ‘Has been given a first verbal warning about poor performance’.

Unfortunately, codes often lack meaning and have to be learned. For the uninitiated, or in situations where codes are only infrequently entered (and thus forgotten), this may reduce rather than improve accuracy.


There are a whole variety of possible code types, including (Kendall and Kendall, 2005):

· Simple sequence code: Just a set of numbers, for example, ‘3342’. Can be given sequentially in the order that records occur, for example, each new license issued is given the next number in the series.

· Alphanumeric code: Often used in account or budget numbers, for example, ‘A/455/Y’. The code may have some meaning, for example, when part of it is taken from the first three letters of a project name, or digits from a client's year of birth.

· Classification code: Used to group similar items together. Most commonly used is ‘M’ for male, ‘F’ for female. The first letter of the classification word is often used.

· Block sequence code: A numeric code where certain ranges/blocks of numbers are set aside for particular items. For example, all codes from 100–199 could be used for training equipment, and all codes from 200–299 for general office equipment. Within these blocks, codes are conferred sequentially.

· Cipher code: This replaces each letter of the alphabet with a different one, or numbers with letters. For example,‘135’ to stand for ‘ACE’.

· Significant digit subset code: Within what to an outsider is a long number, there are actually subsets which refer to particular aspects. For example, a driver's license code ‘0320537066’ might be broken down as ’03-20-53’: date of birth; ‘70’: code for the year in which the license was issued; ‘66’: state of origin.

· Mnemonic code/abbreviation. Uses several letters which remind you of the original items, e.g. ‘DTSP’ for ‘Dept. of Transportation, St. Petersburg office’.

Following certain design principles for codes is found to reduce the number of errors during the process of data entry. These principles include (Bridger, 2003, Kendall and Kendall, 2005):

· Keep codes short to reduce the chance of errors; if codes are long, break them into short sequences with separators such as / or -.

· Make codes as meaningful as possible to reduce the chance of errors: abbreviation codes work well in this regard. Alter (1996: 662) provides the story of a US Army clerk who mistyped a 13-digit part code and took delivery of 7-ton lorry instead of the intended US$6 lamp. He was unaware of the error because the digit code was, of itself, meaningless.

· Make sure codes are unique unless they are for classifying similar items; this allows the computer to check them.

· Allow codes to be sorted  – for example, if you want to sort by date, do not use a code of the form ‘Jun2005’, because this would sort alphabetically and would therefore place April before February, and January after December.

· Avoid confusing codes  – confusion arises between I and 1, Z and 2, B and 8, and so on; codes that mix these may lead to errors.

· Allow for later modification – numbers of clients or projects increase and new needs arise; codes may need to be extended to take account of these changes, and allowances need to be made for this.

Activities
In-class: You are developing a new e-government database for a welfare claimant system. Identify at least two data fields (items) likely to appear in that database that could benefit from codes. Design an appropriate coding scheme for each field.

Practitioner: Consider a data set with which you are familiar from internal processes (accounts, human resource management, etc.) or external processes (supplier orders, client service, etc.). Make notes on the following questions:

· Are there items within this data that are represented by codes?

· If so, what type of code? Do the codes follow the principles outlined above? Can you see ways of improving the codes?

· If not, are there items of data that should be represented by codes?

· In practice, could these codes be used in your organization?

4A.5 Input Interface Design

(This section links from Managing and Implementing eGovernment, Section  4.4.)

This section discusses design guidelines for the creation of e-government input interfaces.


The input interface consists of the screen images that appear on the computer when a user is entering data into an e-government system. Following certain design principles for the input interface is found to reduce the number of errors during the process of data entry. The design principles include (Kendall and Kendall, 2005):

Keep the interface simple and uncluttered

· A typical approach has been the three-section screen: heading and/or menu keywords at the top; the body of the screen to read (in western cultures) from left to right, top to bottom, with a clear indication of input field lengths and where to type; comments and/or function key commands at the bottom. Use of windows and hyperlinks can help keep an initial screen simple.

Keep the interface presentation consistent

· Keep it consistent with any relevant forms on paper.

· Group information that logically belongs together.

· Keep similar information on different screens in the same place.

· Keep interactions consistent, avoiding, for example, having the same icon or short-cut keystroke meaning different things at different points.

Make it easy for users to move between screens

· Allow scrolling between different screens using keyboard arrow keys, tabs attached to each screen window, hyperlinks, and so on.

· Provide a button, hyperlink or other command to bring up further detail.

· Have pre-designed prompts which will take users to the next screen.

· Provide locational clues, such as ‘breadcrumb’ headings on windows or other messages, so that users do not get lost in the system.

Create an attractive screen

· Make use of icons, menus, color and windows, inverse video, blinking cursors to indicate where text will be entered, and different typefaces.

· Do not, though, make the screen so cluttered with different colors and styles that it becomes confusing.

Support different users

· Provide the flexibility to cope with mixed ability users. This might include detailed pathways or menus for novices, and short cuts for experienced users.

· Use windows or hyperlinks to bring up additional information or instructions if required. Include more detailed online help.

· Provide complete, comprehensible onscreen messages, including error messages. These should lead to quick recovery actions and should protect the user from the housekeeping functions that go on beneath the surface of the system.

· Provide constant feedback on acceptance of input, corrections to input, delays while processing, acknowledgement of completed requests, and notification of requests that cannot be completed.

Activities
Group assignment or practitioner: Identify a data entry form for a publicly accessible, web-based e-government system. Test it against the design principles set out above. First make the sub-points listed into a 15-point checklist: you can use the list below. Then sit in front of the computer screen and score the system from 0 to 5 on each checklist item. 0 would mean that the item ought to be present but is completely absent. 5 would mean it was present and worked perfectly. Other scores would indicate something in between absence and perfection. Do not spend a lot of time choosing the score and do not worry if some items are not relevant: just ignore these. At the end, add up the total score for the e-government system. If it scores less than, say, 75 percent of the possible maximum score, make some notes on ways in which the interface design could be improved, based on the checklist of principles.

	Checklist item
	Score (0–5)

	1. System uses three-section screens: heading and/or menu keywords at the top; the body of the screen to read (in western cultures) from left to right, top to bottom, with a clear indication of input field lengths and where to type; comments and/or function key commands at the bottom. Uses windows or hyperlinks to keep initial screens simple.
	

	2. System is kept consistent with any relevant forms on paper.
	

	3. System groups information that logically belongs together.
	

	4. System keeps similar information on different screens in the same place.
	

	5. System keeps interactions consistent, avoiding, for example, having the same icon or short-cut keystroke meaning different things at different points.
	

	6. System allows scrolling between different screens using keyboard arrow keys, tabs attached to each screen window, or hyperlinks.
	

	7. System designates a certain button, hyperlink or other command to bring up further information.
	

	8. System has pre-designed prompts that will take users to the next screen.
	

	9. System provides locational clues, such as ‘breadcrumb’ headings on windows or other messages, so that users do not get lost in the system.
	

	10. System makes use of icons, menus, color and windows, inverse video, blinking cursors to indicate where text will be entered, and different typefaces.
	

	11. System does not make the screen so cluttered with different colors and styles that it becomes confusing.
	

	12. System provides the flexibility to cope with mixed ability users. This might include detailed pathways or menus for novices, and short cuts for experienced users.
	

	13. System uses windows or hyperlinks to bring up additional information or instructions if required. Includes more detailed online help.
	

	14. System provides complete, comprehensible onscreen messages, including error messages. These should lead to quick recovery actions and should protect the user from the housekeeping functions that go on beneath the surface of the system.
	

	15. System provides constant feedback on acceptance of input, corrections to input, delays while processing, acknowledgement of completed requests, and notification of requests that cannot be completed.
	

	Total score
	

	Maximum possible total score
	

	System percentage score (total ÷ maximum possible)
	


Group assignment: You are developing a new IT-based welfare claimant system. Design an input screen for the system that enables new welfare claimants to enter their basic details. If you have access to an appropriate screen-design tool, try out the input screen in practice. Be prepared to justify your design in terms of good design practice.

4A.6 Output Design

(This section links from Managing and Implementing eGovernment, Section  4.4.)

A word processing package plus laser printer can output documents with a high-quality appearance but they cannot improve a document with poor structuring or layout. A spreadsheet plus laser printer can similarly produce high-quality graphics but cannot rectify a poor choice of graph type. This section therefore looks at some guidelines on presentation of output (paper-based or electronic) from e-government systems since this has been identified as a shortcoming within the public sector (Brown et al., 2000).

General Output Guidelines

There are limits on human attention and data processing capabilities. These lead us to search for simple and quick data within any output. If working within some constraints (e.g. if we are busy), we will tend to classify the rest of the output as ‘noise’. We will then ignore it in order to avoid data overload. We therefore have some inbuilt biases that it is useful to recognize, and that provide some general guidelines for output design in presenting data (Smith and Fletcher, 2001; Bee and Bee, 2005):

Data Summaries
We will tend to search for summaries of output. Many output designers therefore put summaries where they can be clearly found and identified. Graphics are often seen as summaries because they can communicate data quickly.

Order of Data
We tend to attend to the first items in a list and sometimes the last, but rarely those in the middle. Output users will therefore perceive different things if items are presented, say, alphabetically or by size or by date. Output designers can make use of this in sorting items for presentation.

Format of Data
Our limitations will tend to draw us to that which is different in an output. Where output makes use of colors, our attention will tend to be drawn to colored items. We are drawn to items in large or bold or italic typefaces. We are also drawn to graphics and tables more than ordinary text. Output designers make use of this to provide emphasis for prioritized items.

Size of Graphics
We tend to interpret the size of a graphic as being proportionate to the actual numbers that it represents. We would therefore misinterpret Figure 4A.4's graph to mean a large increase in tax receipts when, in fact, the relative increase has been quite small.


The illusion arises because the graph axis does not begin at zero. Failing to provide labels on one or both axes is another trick that encourages illusory interpretations of graphs. This is more subject to misuse rather than use by output designers.
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Figure 4A.4 Misrepresentative graph

More detailed rational output guidelines include (Booher, 2001; Doherty and Horne, 2002; Kendall and Kendall, 2005):

· Provide plenty of contextual and locating information for the reader such as:

-
title, date and source for all items of output;
-
numbering of pages and labeling of all graphs/tables and elements within graphs/tables; and

-
background material on the context for the output, and explanation of any special symbols or meanings.

· Group related data items together, since we tend to group in our minds items that are physically co-located.
· Make sufficient use of blank spaces within and around data/text to make it more readable.
· Use consistent and differentiated headings and sub-headings to provide guidance on the structuring of the output.

· As noted, provide clear positioning and highlighting of data summaries since busy readers will only wish to focus on these.

· Keep things as simple as possible to aid communication, placing detail in footnotes, appendices and the like.

Do remember, though, that these (organizationally) rational guidelines may not always be adoptable and may not always be the optimum guide: that all depends on the nature of the organization and on the true objectives behind production of the report. Staff in public agencies dominated by personal politics, for example, might use e-government systems to create outputs where the intention is to obscure the content and confuse the readers.

Specific Output Guidelines for Report Elements

Public sector data is often presented in the form of a report. Within a report, there are four main elements that are used. Each of these will be discussed in turn in this sub-section, with some rational guidelines included where possible to help in production of reports and related documents (Van Emden and Easteal, 1994; Smith and Fletcher, 2001; Wilson, 2002).

Text

Used particularly for communication of detail, and of subjective and qualitative data. When used with tables and graphics, the text provides background, interpretation, emphasis, and recommendations.

Tables

Used particularly for quick communication of relatively limited amounts of data, particularly quantitative data. Tables are used when detailed figures are required of the type that would be complex to display on a graph.

Guidelines for tables include:

· Provide contextual information such as a descriptive title, a table number, labels for all columns and rows, units of measurement, the data source, and a link to surrounding text.

· Place just one table vertically on any single page so that it provides a point of focus but is not swamped by other data.

· Use vertical ruling to separate columns and improve readability.

· Use simple statistics such as averages or percentages to provide guidance on the implications of the data.

· If possible, order the data in a way that provides a guide to patterns; for example, group comparative data sets in adjacent columns, or put column data in order of size.

· If possible, avoid more than three or four meaningful figures per number since people cannot grasp more than this (i.e. 357,100 rather than 357,162; or 42.3 rather than 42.3268).

· Use footnotes for assumptions, omissions or explanations.

Graphs

Used particularly for very quick communication of quantitative data. Graphs help to show data relationships, trends, other patterns and comparisons, and to reduce the dangers of data overload.


Guidelines for graphs include:

· Provide contextual information such as a descriptive title, a graph number, labels for both axes and for the content of the graph (i.e. its columns, lines, pie sections, etc.), and a link to surrounding text.

· Balance this against avoiding cluttering the graph with too much detail.

· Place a single graph on a page unless a comparison is intended.

· Use graphs rather than tables for presentations, but ensure that any text is large enough to be seen.

Also, ensure that the right type of graph is selected. Graph types and their relevant uses include (EA, 1998; Bee and Bee, 2005):

Line graph

Shows the relationship of two variables. One of the variables (for the x-axis) is often time, and line graphs are often used to show trends over time, including future forecasts. Because line graphs link each data point, those points must be related in some way, and should logically allow interpolation and extrapolation. A line graph should therefore not be used to plot unrelated data (e.g. the financial performance of several separate projects). If more than four lines are shown, the graph will become confusing. The example in Figure 4A.5 shows changes in village population over time.

Scatter diagram

Shows the relationship of two variables which may be correlated in some way, as in Figure 4A.6. No other type of graph is suitable because each plot point is independent of all other plot points. The independent (or input) variable is generally placed along the x-axis. The example shows a positive correlation between enterprise size and wage levels. Note that correlation is not the same as causation. Causal relationships can only be established by more detailed study, not by figures on a graph.
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Figure 4A.5 Line graph
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Figure 4A.6 Scatter diagram
Column graph

Also shows the relationship between two variables, including variations over time. Does not show trends as clearly as a line graph, but can be used for unrelated data sets. In this case, the columns are often placed in order of magnitude to make interpretation easier. Each individual column should be identified in some way, for example, by labeling. The example in Figure 4A.7 shows the number of staff employed in different organizational sections.
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Figure 4A.7 Column graph

Variants of column graphs include:

· Histogram: A column graph used to plot the frequency of some grouped variable, in which the area of each column is proportional to the frequency. For example, you could take the ages of all clients and group them into classes (e.g. < 20 years, 21–30, 31–40, 41–50, 51–60, > 60 years). A histogram could be plotted with this data, with one column per data class, the height of the column being determined by the number of people in that class.

· Pictogram: A column graph that uses little pictures to make up each column. For example, a stack of ‘stick people’ instead of a rectangular column to indicate the number of clients.

· Grouped column graph: Each point on the x-axis has more than one column of data associated with it. For example, it could show the number of teachers and number of students in different schools.

· Stacked column graph: Shows the way in which the sub-components of some total differ according to the x-axis variable. These can be seen as combining pie chart and column chart characteristics in situations that would otherwise require a large number of pie charts. For example, you could show both the total number of welfare claimants in different urban districts and the relative proportion of age groups: under 30, 30–50, and over 50.

· Bar chart: A horizontal version of a vertical column graph, which is used in a similar way, though not normally for a time relationship. For example, you could show spending on fertilizer by farmers in different counties.

Pie chart

Shows the way in which a total item is broken down into sub-items. Pie chart labels are kept horizontal to aid readability. The example in Figure 4A.8 shows the relative contributions to expenditure of various sub-items.
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Figure 4A.8 Pie chart
Other graphics

These are used to provide quick illustrations in place of text. They include things like organizational structure charts, project management diagrams, and models of processes such as flowcharts.

Activities
Group class: Practice applying the guidelines for producing a table. Monthly financial data for the Saviras Project is presented below, derived from the project's annual report. Use an office automation application – most likely a word processing program – to create a table from this data, using any additional calculations that you feel might be helpful to a user.

· Income (January to December): US$123,878.12; US$134,624.77; US$112,989.37; US$209,764.45; US$220,008.83; US$215,134.19; US$201,736.63; US$197,832.26; US$178,834.98; US$182,327.65; US$165,275.75; US$144,834.29.
· Expenditure (January to December): US$235,598.23; US$210,832.48; US$201,385.56; US$188,834.61; US$195,835.22; US$174,590.04; US$160,873.36; US$170,479.15; US$166,324.10; US$156,847.73; US$155,935.02; US$143,247.24.
You can now practice choosing graph types. How, and using what graph types, would you display the data?

Group assignment or practitioner: Identify and then review a report (or article or other item of data output) that includes presentation of numerical/statistical material. It could be something produced by a public agency (e.g. provided online). It could be a report produced by someone in your institution of learning (ideally, choose something important and/or for public consumption). It could be a document you as a group wish to actively improve (i.e. something that you as a group have produced or are planning to produce).

Note down ways in which your biases relating to summaries, order, format and graphics are influenced by the content of the report. Has the designer of the report tried to work with, or manipulate, those biases?

If not, note down ways in which they could have, or should have.

Check the report against the list of rational guidelines provided for output. Note down ways in which the report could and should be altered. Do remember, though, that rational guidelines may not always be adoptable and may not always be the optimum guide: that all depends on the nature of the institution and on the true objectives behind production of the report.

Now check the report's tables and graphs against the list of rational guidelines provided above. Note down ways in which the report could and should be altered.

4A.7 Design of Data Gathering

(This section links from Managing and Implementing eGovernment, Section  4.4.)

Data gathering is the – sometimes forgotten – foundation for data quality in e-government systems. This section reviews a hybrid approach to improving the design of a data-gathering exercise (adapted from Beschen et al., 2001 and Dawes et al., 2004). This involves seven main steps, described below. As with other checklists, bear in mind the rational roots of some of the listed items. 

1 Decide on your purpose

Why is this data being gathered? It is this that will set the framework and direction for the entire exercise?
2 Set boundaries on data gathering

Determine the constraints of time, or cost, or location, or type of accessible data that will affect the data gathering.

3 Choose appropriate data-gathering methods

Possible methods include:

· Simulation: The creation of a simplified model of real-life situations in which variables can be manipulated. For example, mathematical modeling of wind-induced erosion on land with and without windbreaks.

· Experimentation: Real-world data gathering in which there is control of some of the variables involved. For example, studying the impact of a new performance appraisal system by studying two similar departments: one with and one without the new system.

· Sample survey: Collecting data from a sample of people and then generalizing the results to a large population. For example, finding out about entrepreneur attitudes to a new national loan guarantee scheme by surveying 100 or so entrepreneurs in one part of the country.

· Organizational measurement: Collecting data in the form of organizational performance indicators. For example, measuring the impact of a new intranet-based knowledge-sharing system on departmental productivity.

· Case study: In-depth investigation of one example of a phenomenon, using a variety of data-gathering techniques. For example, an in-depth study of the impact of a new feeder road on one rural community.

· Participant observation: Data gathered by someone who becomes a conscious part of the situation being studied. For example, placing the data gatherer as one member of regional office, to understand how that office does, or does not, work.

These methods tend to differ (and therefore be selected) in terms of their:

· realism: simulations, for example, may be so simplified as to provide no useful data;
· complexity: case studies, for example, may be so complex as to provide no useful data;
· generalizability: sample surveys are likely to provide more generalisable results than case studies;
· control: the ability to control the situation and the data produced (though not necessarily the data captured) is greater for simulations than for experimentation, and greater for experimentation than for organizational measurement;
· researcher effects: these are likely to be greater in participant observation than in a sample survey, but are present in all methods;
· costs: these are likely to be higher for a simulation than a case study.

4 Choose appropriate data-gathering techniques

Possible techniques for gathering internal or external data are described below. Box 4A.2 describes some additional issues that relate specifically to external data.

Interview

Talking directly to those involved. For example, interviews with staff about the likely impact of new contractual arrangements. Can range from highly structured (the face-to-face application of a questionnaire) to highly unstructured (an ordinary conversation).

Advantages include:

· good control over sample chosen;
· more depth to answers, such as opinions or details of informal procedures;
· normally high response rate;
· can adapt questions to particular situations and have flexibility to follow up on answers;
· respondents do not have to be literate; and

· provides non-verbal observation information that may help to judge the validity of answers.

Disadvantages include:

· time-consuming and costly;
· potentially strong interviewer influence on data recorded;
· variation between interviews and interviewers may make data hard to collate because no two interviews are conducted in the same way; and

· standardized questions can force respondents to make statements they do not believe.

Questionnaire

A set of questions on a form that the respondent fills in. For example, a questionnaire sent to public agency users about staff and perceived staff attitudes.

Advantages include:

· cheap;
· can potentially reach a large, geographically diverse sample;
· impersonality and consistency reduce biases; and

· allows respondents time to think of answers.

Disadvantages include:

· possibly very low response rate;
· hard to produce in-depth data;
· cannot verify inaccurate or incomplete or surprising data;
· cannot alter questions in mid-stream; and

· standardized questions can force respondents to make statements they do not believe.

As with interviews, question design is key, ensuring that questions:

· provide the data required including basic data on the respondent or the item under study;
· can be understood by being simple (e.g. less than 20 words per question), unambiguous and avoiding jargon;
· can be answered by those questioned (i.e. do not require knowledge that respondents lack);
· will be answered (i.e. are not likely to cause offence);
· will be answered accurately by not leading (i.e. not beginning 'Don't you agree ... ?') and by avoiding biases; and

· have a logical sequence.

Document Analysis
Looking at relevant documents such as policy documents, inventories, technical specifications, reports, manuals, records, data forms and memos. For example, looking through a set of reports about project performance.

Advantages include:

· relatively easy; and

· may provide significant detail without consuming time of data subjects.

Disadvantages include:

· documents may not reflect reality: the realities of politics, feelings, and so on. are rarely recorded on paper;
· accessing useful documents may be hard; and

· misunderstandings can arise.

Observation

Observing a situation. For example, observing the workings of a welfare benefits office as clients come in to apply for benefits using both Web-based and face-to-face methods.

Advantages include:

· simple;
· direct viewing of behavior; and

· does not consume data subjects’ time.

Disadvantages include:

· time-consuming for data gatherer; and

· easy to misinterpret observations.

Box 4A.2

Gathering External Non-Transactional Data

In addition to surveys, non-transactional external data may be sought to provide a more general understanding of the external environment. It may include information on legislation, the national or global economy, political institutions, new technologies, social trends, newsworthy events, and so on. Such information may be obtained from a variety of sources:

· Individual contacts in other institutions: Clients, suppliers, other public sector organizations, international agencies, non-governmental organizations, business enterprises, and the media.

· Conventional published material: Web documents, books, magazines, journals, academic journals, newspapers, annual reports, and radio and TV programs.

· Material produced by data vendors: News clipping/wire services, and online databases.

· Meetings: conferences, seminars, and committee meetings.

External data issues include:

· Format: External data may need to be retyped and even completely restructured before it can be put onto an internal data system. Some of it may be informal and not particularly suited to database structures.

· Cost: At the very least someone has to be allocated the job of ‘environmental monitoring’ to locate relevant sources. These must then be collected and input to any internal system, possibly with the addition of keywords.

· Relevance: External data of this kind may seem too general to be of relevance to internal uses. Indeed, it may be collected but then not used at all. At the same time, it must also be carefully selected and focused to avoid data overload. However, such careful selection is very difficult and data often remains too wide or too narrow. Systems providing access to external data often fall into misuse after an initial burst of enthusiasm.

· Purging: External data can build up rapidly and there must be some method of deciding when and what to remove.

5 Design the data-gathering form

Data-gathering forms are used to capture data from source either online or on paper for subsequent entry onto the computer. If poorly designed, such forms can increase capture and input errors, capture and input time, and user dissatisfaction. Following certain design principles for input forms is found to reduce these problems. These principles include those listed below (Kendall and Kendall, 2005):

· Make the forms easy to fill out:

-
provide clear captions for data items and groups;
-
if necessary provide instructions for use;
-
let forms flow in the way they are filled out or read; according to a 'Z' format (left to right, top to bottom) in western cultures; and

-
group the information logically and use ruled lines to divide different groups; a generic example is shown in Figure 4A.9.

	HEADING
	IDENTIFICATION & ACCESS LEVEL



	INSTRUCTIONS

	BODY

	SIGNATURE & DATE


	TOTALS

	COMMENTS


Figure 4A.9 Generic data-gathering form
· Ensure that forms meet the intended purpose by checking with organizational and/or user objectives.

· Provide ways to assure accurate completion:

-
making sure that the form is easy to use via logical flow, grouping and captions helps this; and

-
row and column totals can be used where appropriate.

· Create an attractive form:

-
make it uncluttered with good use of margins, space between elements and a clear, well-sized typeface; and

-
provide sufficient room to fill in data.

· If possible, ensure forms are consistent across the organization.

· If possible, avoid duplicating information on other forms.

· If necessary, automatically number the forms to reduce the opportunities for fraud.

6 Train data gatherers

Even with a well-designed survey using well-designed techniques and forms, data gatherers themselves can introduce a large number of errors into the data-gathering process:

· by making poor (e.g. non-random) sampling choices on the ground;
· through their appearance or manner, dissuading respondents from giving genuine answers;
· by asking a question wrongly;
· by failing to see when a question has been misunderstood and mis-answered;
· by failing to follow up an important answer;
· by interpreting the respondent's answer according to their own values and/or their own (mis)understanding of the survey's purposes; and

· by guessing or even making up data because they cannot be bothered to collect it properly.

Inconsistencies between different data gatherers can also introduce data errors. To counter all of these, data gatherers need to be taught the pitfalls of data gathering, and trained to avoid them. They must also be drawn into the systems of soft solutions to data quality issues outlined in the main text of Chapter 3.

7 Conduct a pilot study

This will help test out whether the data you need is going to be collected.

Activities
Group assignment: You need to undertake a baseline survey of welfare claimants that delivers a profile of issues such as income, expenditure, housing, key barriers to wealth-creation. Go through the seven steps outlined above and use these to design a data-gathering exercise for this survey.

Practitioner: Review data-gathering practice and problems by making notes on the following questions:

· Are you aware of problems of data accuracy within your organization's e-government systems that arise during the process of data gathering?

· Are these problems of data capture or of the design of data gathering?

· Running through each of the data-gathering design techniques listed in the main text, which of them is being used in theory, and which is not?

· Of those being used in theory, which are actually being used in practice?

· If you identify a gap between theory and practice, why does this arise?

· Of the data-gathering design techniques, which are not being used? Are there any which should, in theory, and could, in practice, be introduced into your organization's e-government foundations?

· What barriers exist to the successful implementation of these rational design techniques?

4A.8 Centralized Data Management

(This section links from Managing and Implementing eGovernment, Section  4.4.)

Despite the value of a hybrid approach to public data management (particularly in hard–soft terms), there are ongoing – and growing – pressures for public data to be managed centrally. This section investigates this issue further.

There has been an ongoing theme of centralization in the management of public data. Some decades ago, public agencies talked of moving ‘from files to databases’; that is, from holding separate data files for each organizational function and IT application, to holding a single central organization-wide database that could be shared by all functions and all e-government applications. In the 1980s and 1990s, public agencies often talked about ‘information resource management’; that is, managing information centrally as whole-organization resource.

Then, in the 1990s and 2000s, public agencies have been talking of ‘joined-up government’ or ‘integrated service delivery’; that is, of bringing related services together centrally, cutting across lower-level organizational boundaries and enabled by common, central access to data. A multi-agency example is illustrated in Figure 4A.10, but there are hopes that such a model could run across all of government. Across US federal government, for example, six ‘business lines’ have been identified in which data should be centrally overviewed because it overlaps in numerous agencies: financial management; data and statistics; human resources; monetary benefits; criminal investigations; and public health monitoring (OMB, 2003).


Figure 4A.10 A cross-organizational outline data model

Though the terminology evolves, the underlying management issues – of managing data centrally – remain much the same. The intended benefits of centralized data management compared to more devolved approaches include cheaper handling of data; cheaper, quicker sharing of data between different e-government systems and different organizational functions; avoidance of redundancy and inconsistency between different databases; and greater management control over data quality and other data-related problems.


These benefits are seen as only emerging if data is managed at the highest-possible central level. Centralized data management responsibilities may include the following (Milner, 2000; Boyle and Nicholson, 2003):

· Setting out overall data policies and principles. Specific elements of policy are discussed in Chapter 6 and its Online Appendix. Some general principles are illustrated in Box 4A.3.

· Analyzing organizational information requirements and creating an organization-wide metadata model: this is a structured representation of the key data items to be shared by all relevant parties (also discussed in Chapter 3). Centralized data management is increasingly applying across organizations, in order to use e-government to support joined-up government. The example shown in Figure 4A.10 is a cross-organizational data model.

· Creating a set of metadata structures and definitions for all organizational data elements. Increasingly, this may be partly achieved through use of eXtensible Markup Language (XML); a mechanism for identifying the content of web-based data that helps to control and share the increasing amount of such data within e-government systems (Sall, 2003).

· Setting and enforcing metadata standards through requirements for the capture, storage and manipulation of data throughout the organization.

· Designing and rationalizing database structures.

· Setting up, documenting and implementing control procedures for data input, processing, storage and output to ensure data quality, integrity and security. (These would cover many of the areas described the main text of Chapter 4, including decisions about access rights, and procedures for updating, deleting, archiving, backing up and recovering data.)

· Creating and maintaining organizational databases, and setting and monitoring database performance measures including quality measures.

· Planning and delivering training and support to data users.

· Collaborating with users and system developers to provide access to organizational or cross-organizational data.

These responsibilities may well be divided between a number of different posts, such as a higher-level CIO, who sets data policies, and a lower-level database administrator, who implements them and is responsible for database operations.

Box 4A.3

Information Principles at Work in the Canadian Government

The Canadian federal government adopted the following principles as part of its policy on management of government information (TBCS, 2003).


It is the policy of the Government of Canada that federal government institutions:

(a) manage information to facilitate equality of access and promote public trust, optimize information sharing and re-use, and reduce duplication, in accordance with legal and policy obligations;

(b) ensure that information created, acquired, or maintained to meet program, policy, and accountability requirements is relevant, reliable, and complete;

(c) limit the collection, use, and disclosure of personal information to the minimum required to conduct a program or service …;

(d) manage information in a manner that supports the provision of services and information in both official languages …

(e) manage information, regardless of its medium or format, to ensure its authenticity, accuracy, integrity, clarity, and completeness for as long as it is required [by law];

(f) document decisions and decision-making processes throughout the evolution of policies, programs, and service delivery;

(g) implement governance and accountability structures for the management of information …;

(h) use electronic systems as the preferred means of creating, using, and managing information;

(i) protect essential records to ensure the continuity of key services and business operations;

(j) preserve information of enduring value …;

(k) dispose of information no longer required for operational purposes in a timely fashion;

(l) foster supportive environments for information management and ensure that employees meet their responsibility for managing information; and

(m) assess the effectiveness and efficiency of the management of information throughout its lifecycle.

Improving the accessibility and consistency of organizational data using some of these methods just described does not depend solely on the presence of computers: in other words, centralized data management requires soft as well as hard methods. Nonetheless, the use of IT can assist centralized public sector data management. Web-based metadata systems ensure that data standards can be upheld across multiple e-government sites (Moen, 2001). They enable a central record to be kept for all web pages and online files that describes the ‘who, what, when, where, why and how’ of each online item, thus facilitating both user searches and content management/sharing.


Similarly, modern database management systems incorporate data controls that impose consistency by storing details for definition, format, input, access, storage and human responsibility for all data elements. This provides the necessary foundation for application (and even some general) controls as detailed in the main text of Chapter 4, including access and input controls that help maintain data quality and security. As illustrated in Figure 4A.10, the database management system can therefore be a central interface between a number of different organizational databases and a number of different e-government applications, allowing the latter to access the former with relative ease.

Activities
In-class: Discuss the following question: ‘Should information be seen as an organization-wide resource in public agencies?’
In-class: Review the Canadian information principles listed in Box 4A.3. Identify at least three ways in which these principles would affect the design of new e-government systems.

In-class: Get class members to provide theoretical or real-world examples for each cell in the following matrix:

	Responsibility
	Centralized
	Hybrid
	Decentralized

	Data management
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