Chapter 2: The Ethics of Internet Research
Rebecca Eynon, Jenny Fry, Ralph Schroeder

Abstract

The ethics, and ethical governance, of online research, have been much-debated, and a number of professional organizations have promulgated guidelines for researchers considering conducting their research online. This chapter offers an overview of the current position, suggesting relevant considerations in respect of different kinds of projects, and highlighting some of the challenges and dilemmas that online researchers face. The chapter is oriented to three principal approaches to gathering Internet-based data: use of online methods to gather data directly from individuals, analyzing online interaction within virtual environments, and large-scale analysis of online domains. Amongst issues covered are those relating to data protection and regulation, data intrusion, and issues raised by norms of privacy and to what extent information on the Internet can be regarded as intentionally 'public'. The discussion is grounded in the ethical regulatory framework developed in offline research, noting commonalities and differences.

Chapter 3: Understanding and Managing Legal Issues in Internet Research

Andrew Charlesworth

Abstract

This chapter explores key legal issues that may be encountered when conducting Internet-based research and suggests considerations and strategies that researchers may draw on to prevent legal risk. It examines the distinction between legal and ethical requirements, notes the international and cross-jurisdictional nature of online research, particularly the fundamental differences between US and European regulatory frameworks, and considers the implications this may have for data transfers and other research business. The distinction between data protection and privacy is considered, using the UK legal position as example and also briefly profiling the position in other EU member states and in the US.  The chapter then addresses considerations relating to Intellectual Property, ownership and authorship. Copyright law in specific application to online research is profiled, as is the burden of legal liability on online researchers. Main legal considerations are illustrated by case study examples, either hypothetical or based on real cases. The chapter recommends that researchers think in terms of the legal considerations raised over the lifecycle of personal data in online research. The best response to legal risk is the embedding of legal compliance processes into the overall research project, rather than regarding such considerations as a matter solely for the initial stages. Best practice involves risk assessments, effective administration and documentation, security arrangements, and considered data retention practices.
Chapter 4: Research Design and Tools for Internet Research
Claire Hewson and Dianna Laurent.

Abstract

This chapter provides an overview of the tools and techniques available for gathering qualitative and quantitative primary research data on the Internet. It also considers procedures for accessing bibliographic materials online. Emphasis is on elucidating the range of design choices available, offering general principles of good design practice, and considering how design decisions should be made in relation to the aims and goals of a research study. Choices between offline and online implementations are considered, as well as decisions concerning the particular procedures to adopt online. The chapter raises a range of issues, including levels of sample bias and sampling techniques online, levels of control in implementing primary Internet research procedures, effects of the online communication medium, and ethical considerations. These are considered within a design framework, focusing on how to maximize the trustworthiness, reliability and validity of Internet-based primary research studies. Principles of good practice in accessing and cataloguing online bibliographic materials are also offered.  

Chapter 5: General approaches to data quality and Internet generated data 

Karsten Boye Rasmussen

Abstract: 

This chapter introduces the conceptualisation of data quality and presents a condensation of several approaches to data quality, demonstrating the application of the approaches in relation to Internet generated data. Data quality concepts are examined through examples of commercial considerations on data quality, focusing on the consequences of poor data quality. This intuitive approach is followed by an example of a scientific empirical approach and, thirdly, of a systems view that treats data quality as theory-based or ontological. Lastly a parallel between the data quality concepts of accuracy and precision is presented in relation to the methodological concepts of validity and reliability. Based on the concept of  ’fitness for use’, a further dimension,  ’documentality’, is introduced. By applying the concepts to a categorization of types of Internet data it is demonstrated how improvement of data quality can be reached though the use of Internet generated data. With the advent of the Internet the term ’to collect data’ has become more appropriate, as much data is already there to be collected without being generated. Many existing sources are open for investigation, while for other types of data the Internet is an efficient medium of data collection. The chapter is based upon a positive methodological criterion of data being: validated, used, and plentiful.
Chapter 6: Middleware for Distributed Data Management

Alvaro A. A. Fernandes

Abstract

The widespread availability of data resources, and of the infrastructure with which to access them, creates many research opportunities. However, such access is seldom unimpeded. There are impediments stemming from conflicts in the infrastructure itself, in the representations used, and in interpretation. Among the many possible responses to these conflicts, one that is particularly promising from an end-user viewpoint relies on middleware for distributed data management. This chapter characterises the kinds of problem that can inhibit data sharing and analysis, describes how these problems are being addressed and how far the state of the art is from definitive solutions. The goal of the chapter is to introduce and motivate the notion of Web- and Grid-based middleware solutions for reconciling conflicts and removing impediments to effective and efficient access to and use of autonomous, heterogeneous, distributed data resources.

Chapter 7: Distilling Digital Traces: Computational social science approaches to studying the Internet

Howard T. Welser, Marc Smith, Danyel Fisher, Eric Gleave

ABSTRACT

Systems for computer-mediated interaction provide unprecedented research opportunities for social scientists.  The scale and complexity of these data also pose practical and theoretical challenges regarding data management, aggregation, analysis, and inference.  This chapter discusses these challenges and describes a series of techniques that help researchers move from repositories of interaction logs through large-scale databases to visual and quantitative answers to theoretically motivated questions.  We describe an integrated framework for generating theoretically motivated research based on the traditions of collective action, social networks, and interactionist sociologies.  At the practical level of data collection, processing, and presentation, we describe the use of relational databases, standard data structures, and strategies that facilitate moving data across different research platforms and tools.  Drawing on data from the Netscan project, we illustrate techniques for measuring and visualizing hierarchies, distributions and relationships extracted from Usenet, a large-scale social software system that supports the exchange of messages among a global population.  We emphasize systematic description via visualization and statistical and network analysis to illustrate notable features of this space.  We conclude by discussing new opportunities and challenges facing the computational social science approach to studying the Internet.  

Chapter 8: Analyzing Social Networks Via The Internet



Bernie Hogan

Abstract


One promising trend in social science research is towards a relational explanation of social phenomena. Rather than explaining outcomes through differences in individual attributes, a relational – or network – approach, seeks to understand outcomes through differences in concrete interpersonal interactions. The Internet provides researchers with a wealth of data through which such relational analysis can take place. For example, networks of Web logs (or Blogs) reveal patterns of information diffusion and clusters of affinity; online co-citation networks show both global and local properties of science production; email inboxes reveal patterns in communication balance and network change over time; and analysis of newsgroups offer new understandings of reciprocity. 


This chapter aims to give a clear conception of what is meant by a social network online, differentiating it from other equally interesting online networks and data structures, and to give the reader a realistic sense of the tools and skills required to harvest these networks intact. The chapter will walk readers through concrete examples of how online social networks were gathered and analyzed. The focus will be on the ‘behind the scenes’ work of gathering and analyzing online social networks, to assist researchers in managing expectations about the requirements of online social research from a network perspective. It will also give readers a taste for the differing approaches (both qualitative and quantitative) which can meaningfully contribute to larger scholarly dialogues, both in Internet research and in social network analysis.
Chapter 9: Nonreactive Data Collection on the Internet 

Dietmar Janetzko 

Abstract

The Internet establishes a sphere where people meet and interact thereby following traditional, but also creating new, patterns of communication. At the same time, a plethora of techniques and methods is available that can be used to study social processes evolving in this sphere. Hidden, i.e., nonreactive, data collection is of particular interest since it facilitates a non-invasive type of research. To account for the many usages of nonreactive data collection on the Internet this chapter conceives of this group of methods from two different vantage points. The epistemological perspective debates the methodological frame of nonreactive data collection. Among the issues addressed are the combination of data gathered in a nonreactive way and the potentials and limits of this approach at arriving at a richer account of the phenomena studied. The technical perspective presents and discusses techniques (e.g., cookies, log files, environment variables, time measurement) used in nonreactive data collection on the Internet.
Chapter 10: Overview: online surveys

Vasja Vehovar and Katja Lozar Manfreda

Abstract 

Online (Internet) surveys are becoming an essential research tool for a variety of research fields, including marketing, social and official statistics research. In this chapter we overview the key methodological aspects of these surveys and observe them within the broader context of computer assisted survey information collection, which continuously evolves with rapid development of the information-communication technologies.  We also overview application areas, related issues (management, ethics) and outline the emerging trends. 

Chapter 11: Sampling Methods for Web and E-mail Surveys

Ronald D. Fricker, Jr.
Abstract

This chapter is a comprehensive overview of sampling methods for web and e-mail (‘Internet-based’) surveys.  It reviews the various types of sampling methods – both probability and non-probability – and examines their applicability to Internet-based surveys.  Issues related to Internet-based survey sampling are discussed, including difficulties assembling sampling frames for probability sampling, coverage issues, and nonresponse and selection bias.  The implications of the various survey mode choices on statistical inference and analyses are summarized.  
Chapter 12: INTERNET SURVEY DESIGN

Samuel J. Best and Brian S. Krueger

Abstract

This chapter will offer guidelines for designing online studies. Differences in the hardware and software of Internet can alter its appearance and functioning. Therefore, researchers must be particularly attentive to their choices to ensure that instruments are presented and delivered in a uniform, yet usable, manner to each participant.
Researchers have numerous options in constructing the instrument from text appearance to question formats to visual accoutrements. This chapter will review various design features, such as (a) display configuration, (b) color, (c) text appearance, (d) item style, (e) alignment, (f) item delivery, and (g) length, and offer alternatives aimed at reducing demands on users and their computers. It will describe the considerations for introducing audio and visual stimuli. Finally, it will offer insights into how to instruct participants to complete studies in a timely, accurate manner.

Chapter 13: Internet Survey Software Tools

Lars Kaczmirek

Abstract

The chapter provides an overview of resources and approaches and defines the major branches of online survey software. It develops a categorization schema to distinguish different software solutions in all stages of conducting an online survey, from programming to invitation, field information, and result modules with respect to the survey data life cycle model. The chapter elaborates on criteria to distinguish and judge the capabilities of different software packages, including a discussion of strengths and weaknesses. Finally, the chapter discusses ethical aspects and possible future developments in the field, for example integration with other modes, pre-testing capabilities and support for questionnaire development, and automatic documentation.

Chapter 14: Virtual ethnography: modes, varieties, affordances

Christine Hine

Abstract

This chapter begins with a review of the development of virtual ethnography as applied to online settings. The idea of the online community is explored, focusing on the involvement of virtual ethnography in the establishment of these rich and complex online social formations. The next section then focuses on some of the lessons learnt from these experiences, looking at some emergent practices of online ethnography and the dilemmas that online ethnographers have faced. Specific issues include ethnographic presence in online settings, questions of authenticity and trust, the ethics of online ethnography, and the definition of field sites in relation to the online/offline boundary. A concluding section notes the relationship of virtual ethnography with other ethnographic traditions, questioning the extent to which there is any radical methodological innovation in the emerging modes of virtual ethnography.

Chapter 15: Internet-based Interviewing

Henrietta O’Connor, Clare Madge, Rob Shaw, and Jane Wellens

Abstract

This chapter focuses on Internet-based interviewing. The chapter begins with a short introduction debating the affordances and shortcomings of Internet-based interviewing, particularly in relation to face-to-face interviewing, In the second section, the different types of online interviews will be discussed, using the framework of asynchronous and synchronous interviews. Each of these will be exemplified with case study examples from leaders in field, as indicators of best practice. In the third and fourth sections issues of recruitment and interview design will be explored and elaborated. This is followed by a short discussion of the ethical issues involved in online interviewing. Key practical suggestions of the types and forms of software used for online interviews are then outlined in a technical guide. The final section finishes with some conclusions in which the potentials and limitations of online interviews are discussed.
Chapter 16: Online Focus Groups
Ted J. Gaiser

Abstract

The Internet presents an opportunity for conducting qualitative research with a wide variety of constituents. This chapter will discuss the opportunities and challenges presented by online focus groups. It will address the mechanics of conducting a focus group with specific attention given to issues raised by the computer-mediated environment. The development of a moderator’s guide is discussed with particular attention given to the fact that a moderator has less control of the interaction online than if researching in a face-to-face environment. While sampling is always a challenge, the benefits and limitations to developing an adequate sample online are included. In online research the various technologies available for the task become a factor for consideration. This chapter will note the issues regarding the selection of a technology such as ease of use, cost, and ability to create log files for data storage and analysis. It will also address the various complications with using different technologies and the respective challenges related to the current social context such as participating from a work computer, downloading an IRC client on a company computer, and participating with the constraint of a firewall.

Chapter 17: Fieldnotes in public: using blogs for research
Nina Wakeford and Kris Cohen

Abstract

Over the last five years blogs (or web logs) have attracted much publicity.  Given their potentially high visibility, it is crucial for social researchers to consider carefully the nature and risks of using blogs, particularly where they will be publicly accessible and open to comment. This chapter will describe how blogs can be used successfully for online social research, including the ways in which they may be exploited to share information not only between the researcher and participants, but also between interdisciplinary teams. The chapter will provide an overview of the structure and formatting of blogs, the methodological issues raised by technical options such as ‘comment’ features, and the combining of photos and text. It will also look in depth at recent research projects that have developed blogs, and indicate some of the problems of using these online tools. The chapter also discusses how blogs may offer one way of translating - or performing - the process and results of social research to online audiences.
Chapter 18: Research Uses of Multi-User Virtual Environments

Ralph Schroeder and Jeremy Bailenson

Abstract

Multi-user virtual environments are a relatively new technology that have been used for a variety of research purposes. MUVEs are technologies that allow users to interact via digital representations of themselves in a virtual place or space. Thus they have a number of advantages for research: subjects and researchers do not need to be co-located, interaction is possible in VEs that for practical or ethical reasons is not possible in the real world, all verbal and nonverbal aspects of the interaction can be captured accurately and in real-time, and the social contexts and functional parameters of interactions can be manipulated in different ways. At the same time, they raise a number of issues about the ethics of research and about the use of data from virtual encounters (see Eynon, Fry and Schroeder, this volume). 


In this chapter we summarize some of the main lines of research using MUVEs that have been undertaken so far. We begin with an overview of the technologies and address some of the definitional issues involved. Then we describe some of the research methods used, including experimental designs and gathering observations from ‘naturalistic’ settings, as well as some of the disciplines involved. Next we review some of the main findings from research using MUVEs, which is divided into studies of small group encounters and large-scale dynamics of online populations. Finally, we indicate some future directions by way of categorizing the main lines of research, since the use of MUVEs in social research has only just begun.

Chapter 19: Distributed Video Analysis in Social Research

Jon Hindmarsh

Abstract

This chapter focuses on emerging tools to support qualitative researchers engaged in the analysis of digital video.  There are two elements of existing research practice in this field that are emphasised. Firstly that these researchers routinely use the opportunities afforded by digital video for colleagues to share, discuss and debate developing analyses of action and interaction. Secondly, this kind of research increasingly involves partners from geographically dispersed institutions working together on the analysis of common data sets. As a result there are growing demands to provide support for distributed research teams to collaborate on the (real-time) analysis of digital video materials. The chapter considers the possibilities for e-Research tools to provide support for the analysis of video data amongst distributed research teams. It also introduces some of the practical, legal and ethical constraints and challenges of developing Internet-based technologies to support the distributed and collaborative analysis of video data.

Chapter 20: The provision of access to quantitative data for secondary analysis

Keith Cole, Jo Wathan and Louise Corti 

Abstract

The provision of flexible on-line access to key quantitative data resources and associated support materials plays a prominent role in developing and supporting evidence-based research within the social sciences. Using the UK’s Economic and Social Data Service (ESDS) as an exemplar of a national archive, this chapter focuses upon the development and application of the tools, techniques, standards, procedures and supplementary resources required to make the most popular quantitative datasets available on-line to social science researchers for secondary analysis. ESDS is a distributed national data service comprising a number of specialist data services that provide access to and support for an extensive range of key national and international socio-economic datasets. These include cross-sectional government surveys, longitudinal studies, time series data banks and qualitative materials. This chapter describes how ESDS has established an integrated on-line data service designed to meet the data and information needs of social science researchers and data analysts. Data acquisition and processing, quality assurance procedures; systematic resource discovery systems; value-added support materials; and web-based interfaces for data browsing, exploration and data download are features of this service.  Using a case study, the chapter also explores the potential of grid technologies for automating complex work flows, such as integrating quantitative datasets from disparate sources, linking to other kinds of digital resources and stimulating new forms of research.  The use of mixed methods data is also discussed. 

Chapter 21: Secondary Qualitative Analysis using Internet Resources

Patrick Carmichael

Abstract

This chapter explores a range of patterns of secondary analysis of qualitative data and the impact of network technologies on these.  Ideally, secondary analysis allows the re-assessment of the arguments of researchers and also allows researchers not involved in the original research to interrogate data in new ways.  These may also reflect the application of new approaches or perspectives.  In addition, there is an emerging educational role for secondary analysis, in which the availability of appropriately contextualised data can provide students of research methods with opportunities to learn to problematise issues and formulate research questions. Network technologies offer the potential to allow data, analyses, researchers and participants to be distributed in both space and time – but informed choice of technologies is critical if researchers  are to avoid creating ‘data tombs’ with little opportunity for secondary analysis.  In this chapter the author draws on experience in a number of recent education research projects – including one involving the development of a research archive of influential educational evaluations from between 1970-2000 – to explore some of the issues involved in preparation of data for, and its use in, secondary analysis.

Chapter 22: Finding and investigating geographical data online

David Martin, Samantha Cockings and Samuel Leung
Abstract

The chapter will provide: an overview of geographical referencing and the importance of geographically-referenced data; examples of geographical data linkage and mapping, including some case studies; and a discussion of the creation of geographical datasets and of how work with online geographical data relates to other elements of the geographical information industry. We explain how geographical information systems (GIS) are relevant, and guide readers who wish to find out more about GIS per se to relevant sources that provide an introduction to GIS. Our discussion of the emergence of online tools for geographical data is subdivided into: Data sources (e.g. NeSS, US Factfinder); Geographical linkage (directories, lookups, e.g. GeoConvert); Mapping (both online, using Virtual Globes and mapping sites, and offline using data from the Internet) and more specialist spatial analysis tools. In further guidance for those seeking to apply these tools we highlight the resources provided by Geo-Refer.
Chapter 23: Data Mining, Statistical Data Analysis, or Advanced Analytics:

Methodology, Implementation, and Applied Techniques

Bert Little and Michael Schucking

Abstract

This chapter is arranged in four parts. First, the Introduction provides an overview of data mining, and the controversy surrounding it.  Section II, Methodology, gives an overview of the various methods used in data mining, and how they relate to traditional statistical analysis.  Section III, Mechanics of Implementation, covers how the analyst may use data mining and the data structures and practical approaches to using the data mining techniques discussed in Section II.  Finally, in Section IV, Results and Interpretation, a case study is presented of the authors’ data mining research for the United States Department of Agriculture Risk Management Agency Strategic Data Acquisition and Analysis in cost avoidance through prevention of fraud, waste, and abuse. The case study shows how data mining techniques can be used against white collar crime.

Chapter 24: ARTIFICIAL INTELLIGENCE AND THE INTERNET

Edward Brent

Abstract

This chapter examines some of the ways artificial intelligence (AI) strategies have been and can be used to facilitate social science research on the Internet.  The size and rate of growth of the Internet makes it particularly important to automate analysis.  We discuss a leading AI-based approach for automating research, the semantic web, and argue that it ultimately falls short as a basis for social research.  Then we consider an alternative 'paradigmatic' approach that has greater promise.   We discuss how these approaches make use of a variety of AI strategies, including intelligent agents, multi-agent systems, expert systems, semantic networks, natural language understanding, genetic algorithms, neural networks, machine learning, and data mining.   We conclude by considering some of the implications of this approach for social research.

Chapter 25: Longitudinal Statistical Modelling on the Grid

Rob Crouchley and Rob Allan

Abstract

We believe that the social sciences will undertake a gradual shift to research practices that involve transparent access to large scale information, data and software and will use high performance computers and collaboration resources to tackle more complex and challenging problems than at present. In this chapter we illustrate this by describing the motivation and some solutions being adopted by innovators involved in quantitative social science studies of individual behaviour. The rate of social science engagement with the Grid paradigm will however vary depending on the specific research challenges/interests and technical ability of the various groups involved. Some will naturally wait, while the large scale software houses like Microsoft [1; references in brackets are to the URL link list, end of chapter], IBM [2] and SAS [3] evolve the tools and technologies they use. Others, who have already reached the limit of what they can do with the current technology, are pressing for innovation, and some are already doing it for themselves. Whilst the number of social scientists in this second group is currently a very small fraction of the social science research community, we estimate that there are many more researchers who could use some of this technology in the medium to longer term. This is however dependent on the pathfinders showing both the way and illustrating the potential benefits from Grid computing.  We are aware of several instances in which the substantive demands of our research require the use of datasets that are too large to be managed or manipulated, and/or the complexity of the statistical models we need to estimate is too demanding, for the current range of PCs. We will show what has been achieved so far to tackle this using our own Open Source software, Sabre and GROWL. This provides access, from a familiar environment such as the R statistical language, to estimate statistical models of complex social processes on Grid resources much faster than by using conventional applications. 
Chapter 26: Qualitative e-Social Science/cyber-research

Nigel Fielding and Ray Lee

Abstract

New computational technologies are finding increasing application in qualitative social research. Prominent amongst these are Grid and High Performance Computing technologies. This chapter considers the potential that such technologies have to benefit the scope, depth and rigour of qualitative research. We argue that it is more than simply a matter of new computational resources. Emergent technologies enable new modes of research, new approaches to analysis, and new relationships between social research and society. Moreover, the emergence of a pervasive computational environment offers a new subject for social science inquiry, raising issues relating to the social shaping of technologies and the role that technology has in shaping society and social relations. Innovative computational developments must not be regarded uncritically. The new digital technologies come with strings attached in the form of research policies, institutional expectations, and shifting boundaries around customary norms of what is and is not legitimate in qualitative research. As well as posing technical challenges for users and computational resource-providers, the new technologies will increasingly test conventions relating to norms of privacy, modes of data collection, and accepted understandings of the rationale and purposes of qualitative research.

Chapter 27: New Cartographies of 'Knowing Capitalism' and the Changing Jurisdictions of Empirical Sociology 

Michael Hardey and Roger Burrows

Abstract

This chapter charts the history of Internet-Based Neighbourhood Information Systems (IBNIS) of various sorts, but with a particular emphasis on the recent emergence of mapping mash-ups. The notion of a mash-up has been appropriated from pop music where a DJ takes a vocal track from one song and combines it with the instrumental track of another in order to produce a sound that emerges from both sources. Within the context of the web a mash-up is an application that combines content from more than one source into an integrated presentation. The most common form of mash-up is one that combines a mapping interface with spatially referenced data. Perhaps the best example of this is the manner in which the Google Maps application programming interface (API) enables anyone to combine Google Maps software with publicly available databases to create their own mapping mash-ups (see http://googlemapsmania.blogspot.com/ for a wide range of examples). We will examine a range of different mapping mash-ups from commercial, policy and academic sources as an empirical basis for a discussion of the implications of the technology for a range of social research issues. However, our main concern will be to consider the future trajectory of mapping mash-ups within the context of what we might view as the emergence of a new culture of public social research.
Chapter 28: The Internet and the Future of Social Science Research

Michael Fischer, Stephen Lyon, and David Zeitlyn

Abstract

This chapter considers the impact that the Internet and related communications technologies (IRCT) will have on the range of possibilities and prospects for new generations of social scientists. Contemporary and future developments will advance the scale of research activities that are feasible and the kinds of subjects that are 'researchable'. The opportunities and challenges posed by the Internet and related communications technologies will be driven both by changes in societies and  advances in our methods, increasing capacity to do some of the same things either better or on a larger scale, and to do new things in relation to data collection, analysis and  dissemination. Amongst the issues the chapter considers are the likely implications for new kinds of research relationships, ways of dealing with increasingly vast amounts of potential data, responses to associated ethical issues, the potential for social science use of ‘smart’ technological assistants, and what further technological changes may be on the way. A useful heuristic is the typology of probable, possible, improbable and (probably) impossible applications of IRCT over the coming years. The chapter considers candidates for each category, their relationship to present practice, and the kinds of skills that are likely to be required on the part of new generations of social science researchers.

Chapter 29: Online Research Methods and Social Theory 

Grant Blank

Abstract
The enormous growth in online activities has created all sorts of new opportunities for research. These opportunities are theoretical as well as methodological.  The theoretical opportunities have been present in prior chapters but never emphasized; this chapter brings theory into focus without losing sight of methods.  Specifically, the chapter discusses the explanatory power of theory based on online methodologies to address important social issues.  Using this goal it describes three themes common to the preceding chapters: the volume of data, additional computer resources, and the 'qualitative analysis bottleneck'.  Each theme presents problems as well as opportunities and the goal of this chapter is to explore how methods and theory work together to define and mitigate the problems as well as exploit the opportunities.

