Chapter 6 Online Appendix

This appendix provides greater guidance on issues raised in Chapter 6 of Managing and Implementing eGovernment.

Longer Group Activities

Activities marked [I] are seen as most suitable for in-class group work.  Activities marked [A] are more likely to need some period of assigned activity outside of class.

Section 6.1

[I/A] Work in small groups. Identify a person in a specific IT-/e-government-related job role in a public sector organization. Imagine you are that person’s manager. Develop a scheme for managing their performance.

[I] In groups, work through the job description items in Box 6.1 in the main text. Identify at least one way of measuring performance for each one of the items.

[I/A] Work in small groups. Imagine that you are managing the IT function in a specific public sector organization. Develop a scheme for managing the performance of the IT function. Include details of indicators, measurement and control in your scheme.

Section 6.2

[A] Review the ERM activities outlined in Box 6.5 in the main text. Select a particular type of public sector organization. Develop a basic outline of findings against the first five ‘Identify’ activities for an ERM initiative. Provide some detail of the actual actions that would be taken to deliver on the final two ‘Ensure’ activities.

[A] What actions, if any, is the local or national government taking to try to overcome inequalities of access to IT-based data? How effective are these likely to be?

[I] Review the elements of data protection legislation listed in Box 6.6 in the main text, and compare the situation for paper-based as opposed to IT-based data. Analyze whether the move to e-government is making it harder or easier to comply with data protection requirements.

[I/A] Locate a government web site; for example one related to the military. Allocate a few pages or one section of the site to each group member. Review the content against the questions provided in Box 6.7 in the main text. What do you conclude about the efficacy of the organization’s security policy?

(An alternative approach is to use a web search engine to try to identify sensitive pages.)

[I] Are the high costs of data security – financial costs, costs of public servants’ time, and costs in relation to reduced access to government data and removal of some restrictions on data privacy – justified given the true level of threat posed by cyber-terrorists?

[A] Identify a specific (can be imaginary) public sector organization (a different one for each group). The group’s task is to develop an outline data policy for the organization. This policy should address in a realistic manner issues of data quality, data access, data privacy, and data security.

Sections 6.2–6.3
[A] Use the web to identify an e-government-related policy from a public agency. Analyze who are the main groups with a stake in this policy; and in what way – if any – the policy balances their different interests.

6A.1 Principles

(This section links from the introduction to Chapter 6 of Managing and Implementing eGovernment.)

eGovernment practitioners sit at the intersection of two domains, both of which have seen a recent upsurge of interest in issues of ethical principles: the IT profession and the public sector. This section discusses each of these in turn.

Ethics and the IT Profession

As IT comes to have an increasing influence on everyday life, so it increasingly raises ethical questions and issues. From a theoretical standpoint, philosophers are engaging with IT-related issues. From a practical standpoint, IT professionals increasingly find themselves facing ethical dilemmas. The result has been a growing debate about the ethical role of IT professionals, and many professional societies have developed a code of ethics, as exemplified in Box 6A.1.

Box 6A.1

The Australian Computer Society Code of Ethics

The code is (ACS, 2005: 11):

To uphold and advance the honour, dignity and effectiveness of the profession of information technology and in keeping with high standards of competence and ethical conduct, a member must:

a. be honest, forthright and impartial, and

b. loyally serve the community, and

c. strive to increase the competence and prestige of the profession, and

d. use special knowledge and skill for the advancement of human welfare.
Members must agree the following binding commitment (ibid.: 11–12):

I must act with professional responsibility and integrity in my dealings with my community and clients, employers, employees and students. I acknowledge:

· Priorities: I must place the interests of the community above those of personal or sectional interests.

· Competence: I must work competently and diligently for my clients and employers.

· Honesty: I must be honest in my representation of skills, knowledge, services and products.

· Social Implications: I must strive to enhance the quality of life of those affected by my work.

· Professional Development: I must enhance my own professional development, and that of my colleagues, employees and students.

· Information Technology Profession: I must enhance the integrity of the information technology profession and the respect of its members for each other.

These general precepts can be put into detailed practice; for example, as a set of questions to be asked at each stage of the systems lifecycle (see Chapter 7). To take a specific example, when setting systems objectives, the following question can be used:

Are the information system’s objectives and the uses that will be made of its hardware, software, and data consistent with the following:

1. The social-ethical values of the organization

2. The social-ethical values of its employees

3. The social-ethical values of the society in which it operates? (Mason et al., 1995: 221)
In answering the first point, public servants must have a sense of what the social-ethical values of their public sector organization are. We thus move on to look at ethics in the public sector.

Public Sector Ethics

During the last few years many new ethics initiatives have been launched, both nationally and internationally. Does this mean that standards in public life are perceived to be more at risk now than in the past, or that the existing frameworks for ensuring high standards of conduct are considered inadequate? Is it a response to fears or evidence of increasing corruption? Or is it that governments, increasingly subject to public and media scrutiny, are concerned not only to maintain high standards, but to be seen to be doing so? All of these factors are at work to varying extents, but the more fundamental issue driving the current debate is what impact public management changes are having on values and ethics and how ethics systems may need to be rebalanced and revitalised in the changing public sector environment. (OECD, 1997: 1)

The type of public management changes highlighted in this quote include cost-cutting, restructuring and downsizing, outsourcing, decentralization and empowerment, and increased mobility of staff to and from the private sector (Horswell and Reid, 1998). These are seen to potentially cloud traditional public sector values, expectations and accountabilities; to raise potential conflicts of interest; to increase the pressures on individual public servants; and to potentially reduce controls on those public servants.

A number of countries have acted on this, with an example given in Box 6A.2.

Box 6A.2

Australia’s Public Service Ethical Code of Conduct

In Australia, a new Public Service Act containing a Code of Conduct for the Australian Public Service (APS) was introduced in 1999 (Podger, 2002). The Code of Conduct requires that public servants must:

· behave honestly and with integrity;

· act with care and diligence;

· treat everyone with respect and courtesy, and without harassment;

· comply with all applicable Australian laws;

· comply with any lawful and reasonable direction given by someone in the employee’s agency who has authority to give the direction;

· maintain appropriate confidentiality about dealings that the employee has with any Minister or Minister’s member of staff;

· disclose, and take reasonable steps to avoid, any conflict of interest (real or apparent) in connection with APS employment;

· use Commonwealth resources in a proper manner;

· not provide false or misleading information in response to a request for information that is made for official purposes;

· not make improper use of inside information or the employee’s duties, status, power or authority, in order to gain, or seek to gain, a benefit or advantage for the employee or for any other person;

· at all times behave in a way that upholds the APS values and the integrity and good reputation of the APS;

· while on duty overseas, at all times behave in a way that upholds the good reputation of Australia; and

· except in the course of his or her duties as an APS employee or with the Agency Head’s express authority, not give or disclose, directly or indirectly, any information about public business or anything of which the employee has official knowledge.

However, such legislative frameworks and a good code of conduct provide only the shell for what it needed for effective delivery of public sector ethics. To deliver an effective ‘public ethics infrastructure’ also requires the right driving forces (including political commitment and an active society with a probing media to prompt action in government); the right structures (such an ethics co-ordinating body); the right systems (such as supportive conditions of service); and the right processes (including education and training that socializes new recruits into an ethical culture, and efficient accountability mechanisms) (OECD, 1997).

One can track the extent to which this infrastructure is being put in place using a simple three-level framework (Kohlberg, 1973, cited in Doherty and Horne, 2002). Staff in a Level 1 public agency lack a basic sense of values, and the agency has no effective means to respond managerially to ethical or unethical behavior. Level 2 agency staff do have a basic grasp of ethics, which would likely be reflected in circulation of a code. However, there is an emphasis on conformity and compliance in a rather mechanical way. In a Level 3 organization, there is a deeper understanding of ethical principles, with ‘an emphasis on democratic participation and collective responsibility for setting moral standards’ (Berman et al., 2001: 33).

Moving up the levels is seen to be associated with improved organizational performance. However, current evidence is that many public agencies are at Levels 1 or 2; indeed, that the compliance/performance measurement thread within public sector reform may be making the transition to Level 3 more difficult.

Ethics and eGovernment Professionals

As indicated, e-government professionals are washed by the ethical currents from both the IT profession and the public sector. As can be seen from both of the Australian examples given above, codes of conduct/ethics provide only very general guidance on behavior. Of greater importance to e-government is the specific interaction of public sector reform with growth in IT-based systems. It is at this interface that e-government professionals work, and they are faced with new and growing ethical issues because IT enables a far-greater scale, scope, integration and speed of public sector operations than was traditionally possible (Bannister and Lalor, 2001). Key ethical issues faced by e-government professionals therefore include:

· Privacy and accessibility: The ethical tensions between keeping public data confidential and providing maximum access to that data; the additional ethical issues raised by sales of public data; some of these were discussed in the main text to Chapter 6 and are discussed below in Section 6A.4 of this Online Appendix.

· Data quality: The responsibility of making public data accurate since major decisions and the lives of individual citizens depend on that data, as illustrated in Chapter 4.

· Muddied accountability: Questions of who should be held responsible for e-government system problems. For example, if the software system has a bug that leads to damaging decisions, who is to be held accountable: the programmer who put in the bug; the system tester who failed to spot it; the system designer who chose that particular programming language and complex software design; the project manager overseeing the whole process; the public official who commissioned the system; and so on?

· Silent stakeholders: The extent of responsibility, when designing an e-government system, to take account of the silent, weak stakeholders: the clerical staff who are being ignored in favor of senior managers; the women who have no channel to express their views in a male-dominated organization; the excluded citizens who do not figure in plans for e-government.

· Polarization: If e-government systems introduction is associated with winners and losers, the responsibilities towards the losers.

· The dark side of IT: The responsibility borne and the actions taken regarding the negative organizational and societal impacts of e-government systems, from data overload to cyber-crime.

· Whistleblowing: The responsibility for bringing e-government-related malpractice or incompetence to public attention.

· Personal usage: The extent to which e-government professionals make personal use of corporate IT resources; and the extent to which they allow colleagues to do likewise.

The responses that are made may well be some form of hybrid because ethics can often be seen as an act of balancing out competing interests, or compromising between opposing positions. As discussed in the main text to Chapter 6, e-government activity may often need to follow some kind of mid-way line between privacy and accessibility of public data. Likewise, an ethical design may be seen as one that – having identified all stakeholders and their interests – seeks a balance that respects the rights of all.

The notion of balance is only one form of ethics (Berman et al., 2001). Other ethical ideologies may be less balanced. A utilitarian design (seeking the greatest good for the greatest number of people) might ignore the interests of some minor stakeholders. A fundamentalist design (asserting the rightness of fundamental moral principles) might ignore the interests of many stakeholders. Perhaps more important in the current context, these ideologies and any notion of balance may be subordinated to the managerialist ideology noted above that values higher-level managers as key stakeholders above others, and that values compliance to narrow performance targets above other indicators of public value.

Overall, then, there are no easy answers, but e-government professionals face increasing pressures to recognize the broader impact of their actions, to ask ethical questions and discuss ethical issues, and to consider aligning their behavior with either organizational or personal ethical codes.

Activities
In-class: ‘People should know the difference between right and wrong without needing statements of e-government ethics.’  Discuss in pairs then plenary, referring to the examples in Boxes 6A.1 and 6A.2 where appropriate.

In-class: Analyze whether there are important differences between the ethical codes described in Boxes 6A.1 and 6A.2.

Group class or assignment: Work in small groups to analyze whether new public management reforms are making it harder or easier to adhere to ethical codes in e-government work.

Group assignment: Work in small groups. Imagine you are the IT manager for a public sector organization. Develop a code of e-government ethics for that organization and then present your code to the class.

Assignment question: Identify and describe at least three different ethical principles. Explain the implications of each of these for e-government.

Practitioner: What ethical issues impinge on your working life? How have you tried to address/resolve these issues? Is there a code of ethics for your organization? If so, should its implementation be improved? If not, should there be one and what should it contain if there should?

6A.2 Place

(This section links from the introduction to Chapter 6 of Managing and Implementing eGovernment.)

There are considerable e-government-related differences between different countries and even between different locations in the same country. Place – where you are trying to manage an e-government system – therefore affects that management task. Studies of information systems generally and e-government specifically suggest a single trajectory: a series of stages that countries – and organizations within those countries – follow.

A generic information systems example is provided by the work of Palvia and Palvia (1996: 25), who identify the management issues that dominate in any particular stage, as shown in Figure 6A.1.
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Figure 6A.1 The trajectory of IS management issues
The issues can be summarized as follows to give a guide to the potential e-government management priorities in different places:

· Stage 1/Infrastructure issues: Availability of basic resources (hardware, software, IT personnel).

· Stage 2/Operational issues: Management awareness of e-government, e-government systems skills, data quality.

· Stage 3/Management and control issues: Inter-unit communication, citizen/client links, top management support, managing software development, managing e-government systems security.

· Stage 4/Strategic issues: e-government architecture, information resource management, strategic planning.

This progression and its relationship to place can be seen reflected in the variant shown in Figure 6A.2 (adapted from Accenture, 2003: 7) that focuses specifically on e-government data/service delivery via the web.


Figure 6A.2 The trajectory of e-government web maturity
The management issues faced will vary from stage to stage and, hence, from place to place (ibid.). Those locations in the online presence stage (with just a few basic web sites) need to focus on building infrastructure. Those in the basic capability stage (with a broad web presence) need to develop an overall framework, and encourage learning between agencies. Those who have the basic targets and portals in place for service availability need managers to become more customer-centric in their design of e-government, and to work more strategically via a nodal agency. Countries with mature delivery through transactional portals and strong value-added, client-oriented services will be prioritizing strategic management tasks of marketing web services and ensuring their consistency. Thus, there is a sense of steadily progressing up a management hierarchy from operational to tactical to strategic issues, showing how the web stages and management stages models can be inter-linked.

This idea of a single path and a series of management stages along that path is very helpful in thinking about e-government in different places. There is also evidence to support it: developing countries tend to have older-generation technologies in use; their typical e-government projects tend to bring in systems introduced some years ago in ‘Northern’ nations; and their e-government-relevant laws and policies tend to lag behind those introduced elsewhere. However, the idea of a single path of stages can also be dangerous for two reasons.

First, because it raises the false promise of ‘leapfrogging’ (Heeks and Kenny, 2002). This is the potential for developing countries to jump straight from an early stage to a late stage without going through the intervening stages; for example, the idea that these countries, with limited IT investments and – hence – limited IT inertia, can jump to the end of the ‘IT path’ by investing in the very latest hardware and software. There are some cases of this. For instance, a few (small) developing countries have 100 percent digitized telecommunications networks; a digitization percentage higher than that found in industrialized countries.

However, these are the exceptions, not the rule. In general, leapfrogging will not happen. Most developing countries have too little money to either leapfrog or to stop themselves falling back if they are, on occasions, able to invest in the latest technology. Leapfrogging is also too technology focused. eGovernment systems consist of all the ITPOSMO dimensions identified in Chapter 1, and it is far harder – if not impossible – to leapfrog the non-technology dimensions.

Second, the notion of a single path is dangerous because it seduces people from the northern hemisphere into the idea that developing countries are (a) similar to industrialized countries, because they are following the same path; and (b) objects of pity or derision from whom nothing can be learned, since they are laggards. Both ideas are incorrect.

Developing countries do typically have a smaller, older IT infrastructure but they are not just junior versions of the ‘grown up’ industrialized nations: they are grown ups too, but grown up different. So, some argue that the whole ‘single path’ idea should be rejected; instead, we should see different countries on different paths. Whatever the case, differences must be identified, respected and taken into account when planning e-government (Heeks, 2003b).

At present, these differences are not considered enough. This leads to the inevitable design–reality gap problems and a higher-than-average failure rate of e-government projects in developing countries. Of course, one should not go too far. Governments must be open to new ideas and products from outside. But they must steer a hybrid path between external design innovations and local public sector realities. Thus, experiences passed from one country to another should be cast as ‘opportunities for learning’, rather than as prescriptive best practices.

Harder to address, but equally problematic is the one-way nature of the global traffic of information and knowledge: from the North to the South. If, for example, an American e-government manager addressed an audience in Kenya, they would be expected to gratefully accept the pearls of wisdom. Arrange a trip in the opposite direction and the Kenyan speaker would most likely be ignored.

Activities
In-class: Select two very different countries that use e-government, such as the US and Kenya. Identify at least three likely differences between these two country contexts that would affect e-government.

Group assignment: In groups, identify some case studies of e-government implementation in a developing country. How do the e-government management issues raised in the case differ from those faced by public sector IS managers in, say, the USA or western Europe?

Group assignment: Divide the class into two groups. One group should prepare a presentation supporting the idea that developing countries are following the same e-government path as industrialized nations; they are just lagging behind on that path. The other should prepare a presentation supporting the idea that developing countries are following a different e-government path.

Assignment question: In relation to e-government, should we see developing countries as behind industrialized countries on the same path, or as being on a different path?

Practitioner: If you reside outside the main industrialized economies of the North, what particular IS/e-government management issues do you face? How do these differ from those of counterparts in, say, the USA or western Europe?

6A.3 International eGovernment Performance Evaluations

(This section links from Managing and Implementing eGovernment, Section 6.1.)

Alongside the type of e-government performance measures discussed in the main text, there a number of international surveys conducted to evaluate the e-government performance of nations. Accenture, for example, has been conducting annual benchmarking surveys with a key indicator of ‘Overall eGovernment Maturity’. For its initial surveys, this indicator has been made up from a Service Maturity component (weighted 70%) and a Customer Relationship Management component (weighted 30%).

The Service Maturity measure is a composite of two elements: 
1. breadth: number of services online ÷ overall services the government is responsible for; and 
2. depth: measured using a standard stages model of Publication – Interaction – Transaction.

The CRM measure is a composite of five elements: 

1 insight: degree that web sites offer a more tailored service to individual users; 

2 interaction: accessibility of different services via a single site; 

3 organization performance: degree to which sites are structured around citizen needs rather than internal public sector structures; 

4 customer offerings: ability of sites to help identify particular services for citizens based on their circumstances; and 

5 networks: inclusion of non-government services that would provide value for citizens.

Janssen (2003) offers the following criticisms of these types of international benchmarking surveys, some of which echo concerns about performance measurement raised in the main text:

· They measure supply of e-government, not actual demand or take-up by citizens.

· Their definition of e-government is very narrow, focusing on service delivery and failing to take account of internal applications, or e-democracy applications.

· They measure only visible and delivered front-end activity, not plans and not back-office processes.

· The categories used for measurement have a spurious objectivity; in practice they are subjective and ‘measurement’ is an uncertain process.

· There is an inherent assumption that the Transaction stage is nirvana: the ultimate goal that any government could hope to achieve; it ignores the fact that there could be a much more transformed vision of government as the goal.

· The surveys measure only national government; ignoring e-government activity at regional, state or other local level; yet these lower levels are often more innovative and more important to citizens’ lives.

· There is no measure of the accessibility, usability or social inclusion.

Overall, and perhaps not surprisingly, there is a strong sense that these surveys have simply transferred private sector ideas about performance into the public sector, failing to understand the fundamental differences between these two sectors. This is reflected, for example, in Accenture’s single-mindedness in referring to e-government users as customers, and the positive value it ascribes to the fact that increasing numbers of public officials are dropping the word ‘citizen’ (Accenture, 2003).

eGovernment Targets

eGovernment performance evaluations are sometimes conducted against national targets set by government. A summary of those targets is presented in Table 6A.1 (ICA, 2001).

Table 6A.1 National e-government targets
	Year
	Target

	2000
	· Canada: will have an online presence

· Estonia: all public administration agencies and local governments will be ready to use digital signatures

· UK: 33% of government services are enabled for electronic transactions.

· US: top 500 services will be available online

· US: government-wide minimum of 100,000 digital signature certificates

	2001
	· Finland: central services and forms will be available in Finnish and Swedish on the Internet with a significant proportion of electronic forms and requests

· Singapore: where feasible, all government services will be converted to electronic services

· UK: will have 50% of central government civil tenders sent and received electronically

· UK: will have 90% of all low value government procurement carried out electronically

	2002
	· Finland: the cost of data collection will be have been reduced by at least one-third of 1997 levels

· UK: will have 100% of central government civil tenders sent and received electronically

	2003
	· Denmark: will be top-five in e-commerce turnover per inhabitant

· Denmark: participation in democracy, and open decision-making processes are to be supported by new and attractive Internet services for all citizens

· Japan: will have the foundations of paperless electronic government in place

· Japan: will have 100% of administrative procedures online

· Portugal: 25% of the central government's transactions must be done electronically

· US: where appropriate, all transactions for federal services should be done online

	2004
	· Canada: will have fully enabled electronic service delivery

	2005
	· UK: 100% of government services will be carried out electronically

· UK: universal access to the Internet


Activities
In-class: In what ways are the targets listed in Table 6A.1 similar and different?

Group assignment: Identify an up-to-date international e-government survey. How many of Janssen’s criticisms apply to this survey? How would you change the survey in order to improve it?

6A.4 Data Policies: Quality, Access and Privacy

(This section links from Managing and Implementing eGovernment, Section 6.2.)

There are many policies that relate to data. Some are discussed in the main text of the book. Others are discussed in this section.

Data Viewpoints

One of the factors that controls data policies – including quality, access, privacy and security – is the implicit viewpoint taken by government towards data. As discussed in this sub-section, different governments take different views. These can be represented as lying anywhere within a triangle between three extremes, summarized in Figure 6A.3.
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Figure 6A.3 Government viewpoints on public sector data
The views can be described as follows:

· Data is a public asset: Public sector data is owned by everyone since it has been gathered about and from everyone, often compulsorily. The view here is that data should, in general, be made freely available as it can assist both democratic and economic development. Data should either be made available freely or at a charge that merely reflects the cost of output and transmission. Individuals have a right to see the data held about them, with certain exceptions.

· Data is a private asset: Public sector data is owned by the department that owns the computer on which that data resides. The view here is that the public sector has invested money in producing data that often has considerable commercial value. Data should therefore be sold at the highest possible price to earn valuable revenue for the public sector. Individuals may see the data about themselves so long as they pay.

· Data is not an asset: Data is not seen as important enough to warrant open consideration of issues of ownership, value and charging. Where used, data is virtually a personal asset of particular public sector staff. Data is not generally made available and individuals do not have rights of access, except perhaps through under the counter payments.

As noted, different governments take different viewpoints. At the federal level, the US government generally thinks ‘public asset’. There is no copyright on federal government data and, by law, that data must be made accessible for the marginal cost of distribution. A global survey indicates that more than three-quarters of national governments follow this view, at least for online data (Zammit, 2000).

By contrast, a number of US states think ‘private asset’. So, too, does the UK central government with guidelines ‘encouraging agencies to maximize income by charging what the market will bear’ (POST, 1998: 32). Others favor a hybrid approach. The European Commission takes the line that:

Pricing policies may vary depending on the nature of the information. A price should be established which reflects the costs of preparing and passing it on to the private sector, but which does not necessarily include the full cost of routine administration. The price may be reduced if provision of the resulting information service is deemed to be necessary in the public interest. (EC, 1998: 13)

To give but one example of the implications, these different views present differing hurdles to accessibility: very low barriers under a ‘public asset’ regime; much higher barriers under a ‘private asset’ regime. Growth of the Internet and its ‘data must be free’ philosophy may favor the ‘public asset’ view. It certainly leads to the absurd situation in which the UK government tries to sell internationally shared data, such as that from observation satellites, for hundreds of dollars per item when that same data can be downloaded free of charge from US agency web sites. As well as these practical grounds, the ‘private asset’ view is also being questioned from the perspective of national interest: ‘You get a few pennies in, but how much do you lose in potential gains in society by not allowing information to be passed on more cheaply?’ (Pietarinen, 1996).

Activities
In-Class: Discuss in pairs which one of the three views above you each take. What are the implications of your view for data access and data privacy?

Group assignment: Identify a nearby local government institution. Which of the three views identified dominates that institution: ‘data is a public asset’, ‘data is a private asset’ or ‘data is not an asset’? Which do you believe should dominate that institution?

If you have a different view to the institution, or if differing views hold sway within the institution, how would you go about changing opinions on this matter?

Practitioner: Which viewpoint prevails in your organization? What impact does this have on data policies?

Data Quality

There are growing concerns that IT systems – including e-government systems – should be seen more in terms of vulnerability than opportunity (Carr, 2003). As discussed in this sub-section, this has led to development of policies that take a somewhat different view on data quality to the CARTA characteristics outlined in the main text of Chapter 4.

Some views on data quality are only slightly different to CARTA. For example, the Office of Management and Budget in the US has set out guidelines for federal agencies in relation to legislative measures that were passed on data quality (OMB, 2001). These guidelines define three main aspects of quality:

· utility: ‘whether the information is useful to the intended users of the information’;
· objectivity: ‘whether the disseminated information is being presented in an accurate, clear, complete, and unbiased manner in both presentation and as a characteristic that should be inherent to quality information’;
· integrity: ‘whether the information has been protected from unauthorized access or revision.’.

With this in mind, OMB has placed three requirements on federal agencies, that they must:

1. Issue their own information quality guidelines ensuring and maximizing the quality, objectivity, utility, and integrity of information, including statistical information …

2. Establish administrative mechanisms allowing affected persons to seek and obtain correction of information maintained and disseminated by the agency that does not comply with these OMB guidelines; and

Report to the Director of OMB the number and nature of complaints received by the agency regarding agency compliance with these OMB guidelines concerning the quality, objectivity, utility, and integrity of information and how such complaints were resolved.
In this case, the policy implications of item 1 are quite similar to those outlined in the main text. Items 2 and 3 take a very specific, and citizen-centered, perspective; though this is a perspective that is at least partly aligned with the ideas on data and motivation.

Other views on data quality move more strongly beyond the CARTA notions. The Communications Electronics Security Group (CESG) in the UK, for example, sets out five security-related qualities for government data (Willis, 2003a):

· confidentiality: the extent to which data can be kept private;
· integrity: the extent to which data tampering can be prevented;
· authentication: the extent to which the identity of those involved in data creation/transaction can be established;
· non-repudiation: the extent to which the original data creation/transactor is unable to deny subsequent connection with the data;
· availability: the extent to which data is available when required.

Despite the apparent differences, in many ways, policies for data quality will be very similar for these qualities as they are for CARTA. However, they do impose some additional audit requirements that agency policies and actions must incorporate.

Activities
In-class: In what ways are OMB’s and CESG’s criteria for data quality different from, and similar to, CARTA?

Group class: Given what you know from the main text of Chapter 4 about perception, motivation and data quality, discuss how complete, accurate, and so on, you think will be the reporting to OMB about the number and nature of complaints received.

Access Beyond the Digital Divide: The Information Chain

eGovernment overall is criticized for being too technology-focused, and the same has been true of access policies. In part, terminology is the problem, with the phrase ‘digital divide’ focusing attention on technological issues. In contrast, considering the issue of citizen access to data, this sub-section finds that technology is only one small part of the problem.

If citizens can overcome their first hurdle – of having government data made available – they must then have the resources necessary to access that data. Some important access resources are rarely discussed. They include:

· Money/time: It costs money and time to access government data. While many professionals have increasing amounts of the former, they have decreasing amounts of the latter. Many of the poorer groups in society, by definition, lack money.

· Knowledge: Citizens can only access available data if they know the data exists, that it is available, and how it can be accessed. It would be fair to say that the vast majority of citizens in all countries do not possess this knowledge in relation to all public sector data. Vast swathes of government data remain untapped by huge numbers of citizens simply because they have no idea that it is there or how to get hold of it.

· Motivation: Citizens must want to access public sector data. Public servants often assume a great thirst for government data exists among the general public, and they suppose that, if only those citizens were given access, they would drink down data by the gallon. In practice, many e-government systems are marked less by the enthusiasm of a minority of citizens than by the apathy and disinterest of the majority. Most citizens of western nations hardly care what government is doing. Presented with the Internet, they will follow their main interests of sex, shopping, sport and entertainment rather than details of the latest local government enterprise zone scheme.

Governments have been poor at recognizing some of the less tangible access barriers, such as knowledge and motivation. They seem to have been worse still at recognizing that even if all the access barriers could be overcome, they represent only the first step in the process since they merely present the data to the citizen. Many other resources are needed if that data is to be turned into information and if that information is then to be applied for citizen learning, decisions and actions:

· Data into information: Data remains data unless citizens have the skills and expertise to turn it into information. In particular, they need the knowledge: to assess whether the data is truth or lies, of value or not; and to apply that data by adapting it to their particular needs and circumstances. Many disadvantaged citizen groups lack such knowledge.

· Information into action: Information about new government tax rules is of no value if you cannot afford to pay tax. Information about a government decision that may damage your community is of no value if you lack the money, time, motivation or power to challenge that decision. Information about new employment opportunities is of no value if you lack the skills or knowledge to take up those opportunities. Barriers to resources for action therefore constrain citizens even if they can access information.

A model is therefore needed, as shown in Figure 6A.4, that takes understanding beyond just access issues to the whole chain of steps that turn government data into citizen action. We call this model, the information chain.


Figure 6A.4 The information chain
To make the chain work, citizens (and others – the model is a general one for all uses of data) need four resources:

· Data resources: They need relevant data to be available in the first place.

· Economic resources: They need the money, the skills, and the technology in order to access the data.

· Social resources: They need the motivation, confidence and knowledge to access, assess and apply the data, and they must trust the source.

· Action resources: they must be able to act on the decisions made with the information. This will require inputs such as money, skills, technology, raw materials plus resources like empowerment.

The reality of the model is reflected in the far lower take-up of e-government among those who are disadvantaged. For example, a UK study showed 23 percent of professional-class respondents wish to use e-government systems for online payment transactions (Mathieson, 2003). By contrast, only 8 percent of semi-skilled/unemployed respondents wanted to do so – reflecting a whole set of resource barriers that they face.

The information chain model, then, is a reminder of the steps and resource barriers that citizens face in making use of government data. It is also a reminder that disadvantaged citizens will remain disadvantaged because of inequalities in a broad range of resource endowments – knowledge, skills, money, power, and so on – regardless of whether they can access data using IT. At best, access to data and access to IT might be necessary, but they are far from sufficient conditions to enable effective citizen use of government data. If governments are serious about access, they need to recognize the whole information chain, and create appropriate policies to deal with all of its components.

Activity
Group class or practitioner: Identify a typical citizen-facing e-government system, such as a tax payment or license-issuing or information-disseminating system. Using the information chain model, identify all of the barriers that exist to use of that system by citizens. What conclusions do you draw about the system? What policies and actions could government adopt to help overcome the information chain barriers?

Issues in Data Privacy Policies

This sub-section looks at some issues that underlie data privacy policies, starting with questions about the data that is held, and who gets access.

What Data is Held?

The first issue contained here is the question of what data the public sector holds on an individual. If data is not held, its confidentiality cannot be violated. For example, in designing public data systems dealing with AIDS, a key objective has often been to ensure that names of individuals are not directly associable within the data system with the HIV diagnosis. However, advances in IT mean that increasing amounts of data can be, and are, held by the public sector.

Whenever an individual interacts with a public agency, they leave behind a data trail. With manual systems, agencies had difficulty retrieving their own data, let alone anyone else’s, so this was not seen as a critical issue. With e-government systems in place, however, things have changed and are changing with advances in:

· storage capacity: allowing more data to be stored about an individual;
· networks: allowing previously separate data about an individual to be linked up, and allowing potentially much wider data access to both legitimate and illegitimate users;
· database software: allowing more detailed investigation of data about individuals, and allow cross-matching searches of previously separate data;
· IT usage: allowing, in a general way, more of the relationship between citizens and the state to be mediated by IT.

As a result, a very wide range of data about an individual can be retrieved by individual public sector organizations and, increasingly, can be cross-matched across organizations. Data available for data matching exercises can include:

· family: age, marriage, divorce, children, ethnic group;
· location: address, nature of housing;
· education: achievements, subjects studied, educational difficulties;
· health: all illnesses, diseases, operations;
· legal: full criminal record, history of debt, any court cases brought;
· finances: earnings, taxes, banking details, social welfare payments;
· employment: employment history; type, location and financial records of businesses;
· other: motor vehicle ownership, military service, national security records;
· private sector: given the power of the public sector to gain legal access to private sector records, all of the above can be combined with a full history of consumption of goods, services, loans, etc. if these are held on computer, as they increasingly are.

Put all this together, as many of the heaviest IT-using states already can, and the government could potentially know more about you than you do!  This could place the public sector in a position of considerable power over the individual. Whether or not this concerns citizens seems to depend on their attitudes to government. In Scandinavia, for example, citizens express few concerns about data privacy. By contrast, in Japan and North America, such concerns are acting as a clear constraint on data-related activities in e-government.

Who Gets Access?

The second issue contained here is that of who gets access to the information about an individual. There are three main groups:

Other public sector organizations
Although there are still tremendous technical and other barriers, networking has increasingly made it possible for public agencies to share data with each other. This brings conflicting pressures to play: ‘Broad access to data supports democratic decision-making. … Thrust against [this] is the counter value that private lives are requisite for a free society’ (Duncan, 1999: 101). So, on the one hand, government wants to make most efficient and effective use of the digital data with which it increasingly deals. On the other hand, data protection legislation and citizen concerns about privacy constrain this desire.

The conflict meets most clearly in three domains:

1 Data matching: In a bid to fight fraud, governments are linking previously separated data sets. For example, in the UK, personal data is being shared between the tax and welfare agencies to ensure that those claiming unemployment benefit are not simultaneously registered as employed under the taxation system. Other governments check child welfare claims against records of birth. However, this clearly goes beyond the intention of the individuals who first supplied this data and of the agencies who first gathered it. As such, it falls within the remit of data protection legislation (see main text) and will often require either formal consent from those involved or new and specific enabling legislation.

2 Integrated service delivery/joined-up-government: Governments seeking to provide ‘single windows’ and ‘one-stop shops’ for citizens typically need to integrate the e-government systems of several agencies. In countries (e.g. in Scandinavia) where citizen perceptions are benign and in countries (e.g. in Asia) where the state is strongly authoritarian, such initiatives meet few social barriers. But in other nations, this model has caused disquiet among citizens since it much more easily provides the state with a much broader picture of citizens and their lives. Ireland, Japan, New Zealand and the UK, for example, have no national ID number that could be used as a unique identifier for joined-up-government because of such concerns:

British governments have an innate fear of being seen as big brother. The citizen, in turn, has a healthy mistrust of the good intentions of government. The canny politician suspects that the citizens prefer the inefficiency of the present system to an ultra-efficient system where all information about the citizen is accessible at the touch of a button. There is a vociferous civil liberties movement that looks askance at any moves to shift power from citizen to government. (Leslie, 1999:69)
Utah’s smart card project (aiming to store biographical, insurance, medical and health information) was similarly killed off ‘after consumer groups and the media voiced concerns about privacy and ‘Big Brother’ government’ (Newcombe, 1999). Yet such projects and such concerns are increasingly being raised due to a desire to maximize the benefits of e-government. For example, from 2004, a debate blew up in the UK over government proposals to introduce a national ID card. The key change compared to the 1999 quote above was 9/11 and related terrorism, being used by the UK government as a lever to try to quash opposition to such schemes.

In practice, big brother perceptions must be tempered with the realities of political turf wars and widespread IT failures. Departments that view each other as enemies and that have trouble tying their own computing shoe-laces seem unlikely to metamorphose into a single, totalitarian, IT-wielding menace. Margetts (1999: 168) concludes from her work on IT in the US and UK governments that ‘IT emerges from this study as more of a control problem than a control solution. Administrative trends in both countries – decentralisation, fragmentation, contracting out and privatisation – seem likely to ensure that it remains so.’

3 National security: Citizen groups are particularly worried about the activities of national security agencies in cyberspace. As discussed in the main text, those agencies are themselves worried about the activities of criminals and terrorists in cyberspace, where data storage and communication about illegal activities can be hidden from view with relative ease. The agencies have ready access to public sector data. They have therefore focused a twin-track approach of legislation and technology on data that is privately held or communicated, raising rather different privacy issues.

With legislation, for example, they have sought limits to data encryption, to ensure them access to all data sources. They fear that, without these limits, law-breakers could store and transmit encrypted information knowing that no agency could intercept and understand it. With technology, they have sought to cope with the floods of data now passing around the world. This includes the joint US–UK Echelon system, which reportedly ‘monitors much of the world’s email, web traffic, telephone conversations and other communications in an effort to uncover terrorists and enemies’. (McIntosh, 1999:4)

Citizen and other groups have been very concerned about both types of development. Ultimately, though, this boils down to a question of trust and perceptions, with viewpoints being determined by who you think are the true bad guys: the agencies or the criminals and terrorists.

Private organizations and individuals
Where public sector data is used privately for research purposes, governments are increasingly trying – as with the AIDS data discussed above – to strip out personal identification in order to protect privacy (Duncan, 1999). However, it is that personal identification that is often of greater value to the private sector.

Private sector organizations are going to extraordinary lengths to find out about their customers, and are investing enormous sums of money in this. Yet public sector data is far richer than that which they themselves can gather directly. They are therefore willing to pay large amounts of money for this data. The growth of e-government is leading the public sector to have more valuable data that is easier to transfer onto private sector computers. For the cash-strapped public sector, this creates ever-larger pressures to take the ‘data as private asset’ line and to sell as much data as possible to as many organizations as possible in order to generate revenue. The public sector therefore sits in the middle of the conflict between income and privacy. On the one hand, it must increase income; on the other, it must protect individual rights. This is just one part of the four-way data conflict the public sector must deal with, as summarized in the main text.
Computer criminals
Computer criminals represent a final group about whom access concerns are raised. As discussed in the main text, growth in e-government has – in general – made illegitimate access to information easier. The more information that is held on individuals by e-government systems, the greater the potential invasion of privacy. This is of particular concern, since some of the criminals are public servants.

Factors Affecting Data Privacy Policies

Two final issues that impact data privacy are technology and institutions. There are hopes that data protection problems can be addressed by technology (see Box 6A.3). However, legislation is the main tool. Some shortcomings have already been noted in the main text, but there are also institutional issues.

Box 6A.3

Technology-assisted Data Privacy

(Developed from HPG, 2001b and Gahan, 2002)

At a relatively trivial level, technology can be used to enable the process of checking compliance with privacy requirements. For example, the Ontario Information and Privacy Commissioner facilitates use of the software-based Privacy Diagnostic Tool (an online questionnaire to check procedural compliance) and the Platform for Privacy Preferences: P3P (a mechanism for checking how well web sites manage personal data).


At a more serious level, technology can be used within e-government systems to help promote privacy. XML – eXtensible Markup Language – provides a standardized way of representing government data; a way that indicates not just the content of the data, but also its structure and context. Searches on XML-marked data are thus much more focused and accurate than ordinary searches.


This can bring benefits to the sharing of personal data between government departments, by removing the need for civil servants to be given blanket search powers in order to locate the relevant data they require from other departments. XML may therefore simultaneously address privacy concerns and enable joined-up government. 

There has been criticism of the institutional mechanisms for enforcement, intended to act on the citizen’s behalf, that go along with the law. In the US there is no single, central institution. Individual federal agencies and individual states have supported the creation of neutral, intercessory agents such as ‘privacy advocates’, privacy clearinghouses and ombuds (Duncan, 1999). However, progress has been patchy, and the position of advocates in the organizational hierarchy has been variable. This weak and fragmented situation has been much criticized by citizen groups. In Europe and countries of the ‘old Commonwealth’ (e.g. Canada, Australia and New Zealand) matters are somewhat clearer, with the appointment of national data protection or privacy commissioners.

One may also add the gap between legislation and implementation. In Israel, for example, ‘virtually all Ministries do not have procedures, required by law, to permit citizens to review personal data even though in many cases erroneous data has the potential to destroy a person’s life.’ (Peled, 2000a: 50).

Activities
In-class: Which are more likely to address data protection/privacy issues: technological solutions or institutional solutions?

Group class: What data does your government hold on you? In groups, discuss your attitudes to data matching, joined-up-government, and the activities of national security agencies. In addition, discuss how do you feel about private firms or other individuals having access to the data held about you. From your viewpoint as an individual citizen, are there changes you would like to see in current practice? How might you feel if you were a public servant in one of the departments holding the data?

Group class: Read the following case and then discuss and answer the question posed below.

Whose Rights Prevail in Cyberspace?

(from Government Technology, 1999)

AUSTIN, Texas - The state on Wednesday upgraded its searchable sex-offender registry. Since its debut, users have been able to search by a specific offender’s name, or by city and ZIP code. Now they’ll be able to get photos and exact street addresses, and they’ll be able to get them for free. …


The database is detailed. A search of a random Austin ZIP code yielded 53 names with street addresses, date of birth, gender, race, weight, height, eye and hair color and shoe size. Clicking on the name brings up this information, plus known aliases, the nature of previous offenses, the age and gender of the victim and the registrant’s current legal status. With the elimination of the search fee, the data has been upgraded to include exact street address and, eventually, the registrant’s photograph. …


The online registry is not without its critics. ‘The law is an extension of a sentence not originally imposed,’ Diana Philip, regional director of the Texas American Civil Liberties Union, told the San Antonio Express-News. ‘These defendants understood they were going to have to serve some kind of sentence, complete therapy, undergo community supervision, but nobody said that 20 years later their photos would be put on display for everyone to see. This can create a mechanism for harassment that frustrates the successful re-integration of former offenders.


While [Tela] Mange [Dept. of Public Safety spokeswoman] said she hasn’t heard of any legal challenges to the web site, voices of protest have been heard since the registry was proposed.


‘There was a lot of discussion about that during the two legislative sessions for, first, the sex-offender database, and, in this last session, when they mandated numeric addresses and photographs,’ Mange said. ‘Legislators apparently felt like it was important for public safety to have this information public, so that’s what we’re doing.
This sex-offender information was already available on paper. Now it is held on a computer database that can be searched for free. What difference has the computerization of this data made in terms of (a) accessibility and (b) privacy? You will need to consider these issues from the perspective of at least three stakeholders: the offenders, their victims, and the public at large.

6A.5 Ergonomics

(This section links from Managing and Implementing eGovernment, Section 6.3.)

Addressing Ergonomics

Well-considered ergonomics can contribute to more effective use of e-government systems. This section looks at some good practice guidelines for ergonomics (adapted from Alter, 2002; Bridger, 2003; Kendall and Kendall, 2005).

Dealing with Ergonomics Problems in General

Potential problems in the physical environment surrounding e-government systems can be addressed to reduce the chances of adverse health effects. Some of the technical approaches used to deal with these problems are described below. 

Lighting

The computer should be placed so that the main light is not behind the computer or (worse) behind the user, but coming from the side. In most situations, therefore, the computer screen should be perpendicular to any window to remove glare on the screen. If such adjustments are not possible or you still get glare, then you can:

· tilt the screen;
· use curtains or blinds on the window;
· cover any shiny objects that reflect in the screen; and/or

· buy an anti-glare filter to fit over the screen.

Design of computer and work items

Many designers take account of the following findings from ergonomic studies:

· chairs: should ideally be adjustable for seat and backrest height and tilt, with special support for the lower back; armrests should be detachable;
· footrests: non-slip, adjustable footrests can help reduce lower back pain;
· work surfaces: these should ideally be flat, non-reflective and allow ample leg room;
· keyboard: ergonomic keyboards are available which meet human needs closely, for example by having a concave design and by allowing left-hand and right-hand keys to be separately positioned.

Adjustment of computer and work items

Ergonomic studies produce the following guidelines:

· Screen brightness, contrast, color, and text size should all be adjusted to settings that feel best and easiest to read.

· Screen should be cleaned with a damp, soft cloth from time to time so no dirt or finger marks are there to distract the eye.

· Normal distance from eye to screen should be 40-80 cm.

· Screen and any holder for documents should be close together and at the same height: just below eye level is best so that the head is tilted slightly down.

· If all items are adjustable, get the seat height right first and then adjust other items after.

· If the desk and keyboard height are fixed, adjust seat height so that the arms are roughly horizontal, and then adjust other items accordingly.

· Do not be dogmatic about distances and positions: work with what feels comfortable.

Heat, cold and humidity

These are addressed in fairly obvious ways by equipment such as fans, air-conditioners, de-humidifiers, and heaters.

Levels of radiation

Modern IT equipment normally complies with fairly stringent regulations on the emission of electromagnetic and electrostatic radiation. Additional measures are unlikely to be necessary.

Dealing with Specific Health Problems

If users of e-government systems do develop particular health problems, then those problems may be addressed by a set of technical responses, which are described below.

RSI

The dangers of RSI may be reduced by:

· Adjusting keyboard and arms as suggested above, ensuring particularly that the wrists are horizontal and not tilted up or down.

· Using a wrist rest or wrist supports to keep the wrists horizontal.

· Limiting continuous typing input time to a maximum of four hours per day.

· Avoiding long periods of unbroken work on the computer. A recommended guideline is to have a 20 -minute break away from the screen after two complete hours’ work. Some people find more frequent, shorter breaks are more effective, totaling 10 minutes per hour. User-chosen breaks are preferable to fixed break schedules. Keyboard work can be interspersed with other kinds of work rather than just requiring a rest.

Neck, back and shoulder strain

This may be best addressed by:

· Measures listed above to provide a footrest and/or keep feet flat on the floor; to provide a document holder that prevents frequent twisting of the head or stretching for items on the desk; to place the monitor just below head height; to adjust the seat to support the lower back; and to keep the whole back straight and upright.

· Taking a break as listed for RSI and doing some occasional exercises to gently rotate arms, neck and back.

Eyesight

There is no evidence that using a computer is specifically harmful to eyesight. However, long periods of continuous computer work can have effects similar to long periods of reading and can lead the eyes to feel tired or sore. Correct positioning of computer and documents; adequate lighting; and work breaks are needed. Occasionally looking away from the screen to focus on a distant object may also help.

Headaches

These are usually linked to problems with neck or back or eyes, and are therefore combated in the ways already mentioned.

Skin rashes

These are rare but are thought to arise from poor ventilation and an over-dry atmosphere plus electrostatic (as opposed to electromagnetic) radiation from the computer. Deal with the first two using fans, air-conditioning units, and humidifiers (though note this clashes with problems caused by humidity). Fit anti-radiation or anti-static filters, or get anti-static spray for the computer screen. Anti-static carpet and computer mats may also help.

Activity
Group assignment or practitioner: Investigate and make notes on any health problems that are associated with the use of computers in your group or organization. If you do encounter IT-related health problems, would it be desirable and feasible to deal with them in some of the ways suggested? Make some notes on changes that could be made to reduce health problems. Even if you do not encounter problems, it is worth checking the computing environment with the ergonomics checklist. Make some notes on changes that could be made to prevent problems arising.

Ergonomics and the Environment

Ergonomics and environmental concerns around e-government have merged into each other – measures to reduce the radiation and other emissions from IT equipment also act to reduce the energy consumption of that equipment (Willis, 2003c). TCO, the Swedish organization that sets global standards for IT has therefore expanded seamlessly from certifying ergonomic suitability to also certifying environmental suitability.

Given that public agencies are increasingly under pressure to take environmental issues into account in their management of IT, such certifications are useful. Following them in purchasing decisions can help public agencies contribute towards reduced emissions and energy use in production, reduced emissions and energy use during use, and greater potential for recycling.

However, such actions may just provide a marginal ‘feel-good’ that covers up a broader environmental problem brought on by e-government. This sees increasing consumption of IT (hence increasing use of energy and raw materials), driven on by the three-year replacement cycle of many PCs, and increasing use of consumables. For example, the notion of the paperless office rings rather hollow when compared with the fact that paper consumption in western economies is growing by 20 percent per year, largely because of IT use (ibid.)

Activity
In-class: Discuss whether growth in e-government is, overall, good or bad for the global environment.

6A.6 Email Guidelines

(This section links from Managing and Implementing eGovernment, Section 6.3.)

Email is used widely in government today. This section gives a sample of guidelines that are used to make email more effective:

· Contact details: Only your email address appears in the header information of any message received. Put your name, address and other contact details at the end of every email message, just as for other organizational correspondence.

· Disclaimer: Incorporate a content disclaimer where appropriate.

· Public record-keeping: Email messages should be treated like any other organizational documentation; with provision made for filing and archiving of items falling within legal retention criteria.

· Absence: When you will be absent for more than a few days, ensure that an automated absence message is generated for all incoming email and/or that another staff member is empowered to scan incoming email.

· Response time: Ensure that email is checked daily so that a timely response to urgent messages can be made.

· Virus care: Avoid opening attachments or clicking to visit web sites identified in messages that are from unknown sources unrelated to you or your work. 

In addition, attend to ‘netiquette’. Netiquette refers to the way that you send email or the content of what you send:

· Keep messages short. People tend not read pages and pages on screen.

· Keep messages relevant, and provide an accurate and descriptive subject line.

· AVOID TYPING IN CAPITALS AS THIS READS LIKE SHOUTING.

· Be sensitive to loss of context. Because email reduces communication subtleties, social context and social barriers, people often get very steamed up in their messages, so:

-
never send anything you would not say to the reader’s face;
-
express yourself clearly so you cannot be misunderstood;
- 
avoid ambiguity and take care with humor or irony;
- 
do not point out grammatical or spelling errors in others’ messages;
- 
be diplomatic: criticism is always harsher when written; and

- 
if in doubt, wait: re-read your message the next day before you send it.

Activity
Group class or practitioner: Review your own use of email. To what extent do you follow appropriate usage guidelines. How could your usage and that of your colleagues be improved?
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